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DETERMINATION THE QUANTITY OF EIGENVALUE
FOR TWO-PARAMETER EIGENVALUE PROBLEMS
IN THE PRESCRIBED REGION

B. M. PODLEVSKYI

PE3IOME. 3anpornoHOBaHO aJrOpUTM 3HAXOKEHHS KIJIbKOCTI BJIACHHX 3HA-
9eHb ABOIIAPAMETPUYHUX CIEKTPAIbHUX 337a9 y JedKiil 3amamiit obsacti. B
OCHOBI QJITOPUTMY JIEKUTH MPUHITUI aPryMEHTa aHATITHIHOT (DyHKIHT ozHiel
3minHOI. HaBeneno uucesibHI pe3ysibTaTH IS HEJIHIMHOI JBOIApaMeTPUIHOL
3a/ad4l Ha BJIACHI 3HAYCHHS.

ABSTRACT. An algorithm for finding the number of eigenvalues of two-
parameter spectral problems in a given region is proposed. At the heart
of the algorithm lies the principle of the argument of the analytic function
of one variable. Numerical results for a nonlinear two-parameter eigenvalue
problems are given.

1. INTRODUCTION

The multiparameter eigenvalue problems T'(A)x = 0 with operator-valued
functions T'(A) : R™ — L(H) (L(H) — the set of linear bounded operators
operating in a finite-dimensional Hilbert spaceH ), which depends on several
spectral parameters A, have a classical analysis of their source. In particular,
they arise in solving boundary value problems for differential equations with
partial derivatives by separating the variables.

In abstract formulation, they are written in the form of a system of equations

m
T(Nu = <Ak — ZAinJ up =0, k=1,2,....,m, (1)
i=1

if the operator-function 7'(A) linearly depends on the spectral parameters \; €
R,i=1,2, ..., m, A, B, A, By; € L(H), k,ii=1,2, ..., m.

An algebraic two-parameter eigenvalue problem as a partial case of a spectral
problem (1) is written in the form of a system of two homogeneous linear
equations

Tl()\,,u) = (Al + AB; + ,uC’l)z =0, (2)
To(A, 1) = (A2 + AB2 + pC2)y = 0,

where A;, B;, C; are the square matrices of the nth order. We will define our
eigenvalue sets (in our case that are eigen pairs (A, p) ) such that the system
(2) has non-trivial solutions = # 0 and y # 0.

Key words. Two-parameter eigenvalue problem, number of eigenvalues, principle of
argument.

104



DETERMINATION THE QUANTITY OF EIGENVALUE FOR ...

It is obvious that own pairs are solutions of the system of two nonlinear
algebraic equations

FA, u) =det (A + ABy + uCh) = 0.

3
g(A, ) = det (A2 + ABg + pCs) = 0. )

In this work the problem of finding the number of real roots of the system (3),
which are in a certain region of the change of spectral parameters (\, u), is
considered.

2. PRELIMINARIES
An algorithm for finding the number of zeros of an analytic function in a
given region, as well as some approximations to each of them, which can then
be specified using iterative methods, in particular by the Newton method or
its two-way analogues (see, for example, [5, 9]), is based on the ratio, which
implies, in particular, the principle of the argument of the analytic function
(see, for example, [2]):

Integral ﬁf gp(/\)% dX is equal to the difference between the sum of values
r

that takes the function ©(\) in the zeros of the function f(\) lying in inside
the domain G, bounded by the curve I' and the sum of the values that takes the
same function p(X) in the poles of the function f(X\) that lying in inside of T,
that 1s,

1 f/ A m n

o [ e Z an =3 et - 3wl @)
271 fN) ; :

T 7j=1 7j=1
Here ¢()) is an analytic function in the domain G; f()) is analytic in G
everywhere, except for the finite number of poles 8; € G, 7 = 1, 2, ..., n,
and f(A\) # 0 in G everywhere except for the finite number of zeros a; € G,
Jj=1,2, ..., m;v;and p; is the multiplicity of zero and the order of the pole,

respectively.
In particular, if we take ¢(\) = 1, then we get that

DOV < SR e

r J=1

that is, the integral is equal to the difference between the number of zeros
and the poles of function f(\) lying inside of T', taking into account their
multiplicities (the so-called principle of the argument).

If the analytic function f(\) does not have poles in G, then the principle of
argument (5) allows us to determine the number of all its zeros that lie in the
domain G. However, this does not allow you to localize each of them.

To locate the zeros we use again the relation (4). Taking now () = ¥,
k=1,2, ..., we get the following statement.

Suppose that the analytic function f(\) does not have poles in G, but has in
G, taking into account the multiplicity, the m zeros A1, s, ..., A and has no
zeros on the boundary U of the domain G, then the number m is determined in
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accordance with the principle of the argument

1Y

=5y = dX
0= 9] TN (6)
r
and the relationship is true
YD) =k, k=1, ..,m, (7)
j=1
where . O
=_— [ \F a, k=1,2, .. .
Sk o f()\) ) ) 4 (8)
r
The right-hand side of (7) is nothing but symmetrical functions of the roots
A1, A2, ooy Ay inside of T, from which, in principle, roots can be found, for
example:
If m =1 than A
1
= — dA.
T om \)
r
Ifm=2 AP
1
=M+ A=— dA
SLEMT =00 TR
r
and 2103
1 A f(A
=M+ A= — d.
REMTAR=00 T
r

This will give us AiA2 = 3(A1 + A2)? — 1(A? + A3) and, consequently, we find
A1 and A2 by solving a square equation. This procedure can be continued in
an obvious way for m = k. Another approach, when the system (7) is solved
directly, it was considered in the work [6, 7.

For the functions of one variable or one-parameter spectral problems, the
principle of the argument (6) and the formulae of the principle of argument
(7) and (8) have been repeatedly used for solving various problems (see, for
example, [1, 3, 4, 6-8, 10]).

In this paper, based on the principle of the argument of the function of one
variable, the algorithm for finding the number of eigenvalues of a two-parameter
spectral problem in a given region of changing of the spectral parameters is
proposed.

3. NUMBER ROOTS OF A SYSTEM OF TWO REAL EQUATIONS
WITH TWO REAL VARIABLES
Let us consider a two-parameter spectral problem (2), whose eigenvalues A, p
we will seek as the roots of the system of nonlinear equations (3), where the
functions f(A, u) and g(A, 1) are real functions of real variables.
For this purpose we will construct the function u = f+1ig and we will require
that it be analytic and have no poles inside a certain region G. Then, as is
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known, the number m of roots v = A + ip of a function u in the region G,
which is bounded by a curve I', that is, common solutions (A, p) of equations
F(\, 1) =0, g(A, ) =0, follows from the principele of argument of the analytic
function (6), that is,
1 [d(v)
2w ) u(v)
r

Taking into account that

1 [d(v) 1 1
i dv = — [ dl =—/[d
2mi ) wu(v) g 2m’/ og u(v) 27r/ 2
r r

r

where

¢ = arglogu(v) = arctan% + 7, 9)

we obtaine

1
m = 27T/d(a]rctamfc + nm).
r

Consider the curve I' with its parametric representation A = A(t); u = wu(t);
0 <t < 1. From (9) we have

df — fd
dp =7 J; f il
2ty
If ¢ we replace the differentiation by ¢, we obtain
1 1 [do
o / do = o / Edt
r r

Moreover, if we consider our expression d¢ along the curve, we will have:

1
o (10)
r 0

U (dfax , df d dgdx | dgd
1 [ do 9(5% @7’5) *Nﬁﬁ*ﬁﬁ)
— [ —dt = dt
27 2+4°

Consequently, the number of eigenvalues m of the system of equations (3) is
calculated by formula (10), in which the integral is replaced by some quadrature
formula, for example, rectangles.

4. NUMERICAL EXAMPLE
Let us consider a nonlinear two-parameter spectral problem

2 _ 2
Tl()\,,u)x5</\ 1’“ })x:(), x € R?,
2\ 2 ()
TQ()‘,N)YE< 11 >y=0, y € R?,

and calculate the number of eigenvalues lying in different areas.
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As was noted above, the eigenvalues of the problem (11) are solutions of the
system of two nonlinear algebraic equations

FOp) =detTh(A, 1) = AQ_N2 —-1=0,

12
g\ ) =detTo(A, u) =2 u —2=0. (12)

It is easy to verify that the system (12) has two solutions:
(A )12 = (£1,272:0,786).

The number of solutions m of the system (12) was calculated by the formula
(10), in which the integral was replaced by the quadrature formula of rectangles,
and the circle with center (A", u*) and radius p* was chosen as the boundary
of I'. The value of the functions (determinant) f and ¢ and their derivatives
on the boundary of the region (circle) were calculated on the basis of the LU-
decomposition of the matrices T1 (A, ) and To(A, ) [6, 7].

Numerical calculations are carried out for different choices of the radius of
circle and its center. The results are presented in Table 1. The first column
of the table shows the coordinates of the center (\*,u*) of the circle, in the
second column is its radius p*, and in the third the number m of eigenvalues
lying in that circle.

TABL. 1. Number eigenvalues of the problem (4.1)

A ) | p* |m | (Apt) | pt|m
(0.0,0.0) | 1.0 | 0 | (0.0,1.0) [2.0] 2
(0.0,1.0) | 1.0 | 0 | (0.0,1.0) [2.0] 1
(1.0,1.0) | 1.0 | 1 | (-1.0,0.0) [ 2.0 | 1

5. CONCLUSION

In this paper, based on the principle of the argument of the analytic function
of one variable, an algorithm for finding the number of real eigenvalues of
the system of two determinantal equations, that is, the real eigenvalues of a
two-parameter spectral problem in a given region of changing of the spectral
parameters, is proposed.

The numerical experiments performed for various problems have shown the
effectiveness of the algorithm in the sense that for calculating the number of
eigenvalues in a given region, there is no need for great accuracy in the cal-
culation of the integral, and this does not require, in turn, a large partition
of the integration boundary. This significantly reduces the calculation time,
but, at the same time, it is sensitive to the choice of the boundary of the area.
The algorithm ceases to work when the eigenvalues (though one) falls on the
boundary that we preset. In this case, it is necessary to correct the boundary.

108



DETERMINATION THE QUANTITY OF EIGENVALUE FOR ...

10.

BIBLIOGRAPHY
Abramov A. A. The Argument Principle in a Spectral Problem for Systems of Ordinary
Differential Equations with Singularities / A. A. Abramov, V.I. Ul'yanova, L. F. Yukhno
// Comput. Math. Math. Phys.— 1998. - Vol. 38.— P. 57-63.
Bitsadze A. V. Fundamentals of the theory of analytic functions of a complex variable.
3rd ed. / A. V. Bitsadze. — Moscow: Nauka, 1984. (in Rusian).
DelvesL. M. A numerical method for locating the zeros of analytic function / L. M. Delves,
J.N.Lyness // Math. Comput. - 1967. - Vol. 21. - P. 543-561.
Kartyschov S. V. Numerical method of solution of the eigenvalue problem with nonlinear
entrance of the spectral parameter for sparse matrixes /S. V. Kartyschov //Zh. Vychisl.
Mat. Mat. Fiz. - 1989. - Vol. 29. - P. 1898-1903. (in Russian).
Podlevs’kyi B. M. Bilateral analog of the Newton method for determination of eigenvalues
of nonlinear spectral problems /B. M. Podlevs’kyi // J. Mathematical Sciences. - 2009. -
Vol. 160, Ne 3. - P. 357-367.
Podlevskyi B. M. Bilateral methods for solving of nonlinear spectral problems
/ B. M. Podlevskyi. - Kyiv: Nauk dumka, 2014. (in Ukrainian).
Podlevskyi B. M. Calculating the exact derivatives of matrix determinant /B.M. Pod-
levskyi // Visnyk Lviv Univer.— Ser. Appl. Math. Inform. - 2013. - Ne20.— P.42-48. (in
Ukrainian).
Podlevskyi B. M. Some computational aspects of algorithms for solving nonlinear two-
parameter eigenvalue problems /B.M. Podlevskyi //J. Numer. Appl. Math.- 2010.-
Ne1(100).— P. 100-110.
Podlevskii B. M. On Certain Two-Sided Analogues of Newton’s Method for Solving Non-
linear Eigenvalue Problems /B. M. Podlevskii // Comput. Math. Math. Phys.— 2007.—
Vol. 47, Ne11. - P.1745-1755.
Sakurai T. On Certain Two-Sided Analogues of Newton’s Method for Solving Nonlinear
Eigenvalue Problems /T.Sakurai, P. Kravanja, H. Sugiura, M. Van Barel //J. Comput.
Appl. Math. - 2003.— Vol. 152. — P. 467-480.

BoHDAN PODLEVSKYI,

PIDSTRYGACH INSTITUTE FOR APPLIED PROBLEMS OF MECHANICS
AND MATHEMATICS, NATIONAL ACADEMY OF SCIENCES OF UKRAINE,
3-B, NAUKOVA STR., Lviv, 79060, UKRAINE.

Received 11.10.2017; revised 02.11.2017

109



