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BEM FOR SOLVING DIRICHLET INITIAL-BOUNDARY
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Ðåçþìå. Ïîäàíî ïîãëèáëåíèé àíàëiç äâîõ ïiäõîäiâ äî ðîçâ'ÿçóâàííÿ
ïî÷àòêîâî-êðàéîâî¨ çàäà÷i Äiðiõëå äëÿ îäíîðiäíîãî õâèëüîâîãî ðiâíÿííÿ,
ÿêèé áàçó¹òüñÿ íà ïî¹äíàííi ïåðåòâîðåííÿ Ëàãåðà çà ÷àñîâîþ çìiííîþ i
ìåòîäó ãðàíè÷íèõ åëåìåíòiâ (ÌÃÅ) ó íåîáìåæåíié ïðîñòîðîâié îáëàñòi.
Â ðåçóëüòàòi îáèäâà ïiäõîäè ïðèâîäÿòü äî òi¹¨ æ ñàìî¨ íåñêií÷åííî¨ òðè-
êóòíî¨ ñèñòåìè ãðàíè÷íèõ iíòåãðàëüíèõ ðiâíÿíü. Àíàëiç ïðîâåäåíî ó
âàãîâèõ ïðîñòîðàõ Ñîáîë¹âà, åëåìåíòàìè ÿêèõ ¹ ôóíêöi¨ ÷àñîâî¨ çìiííî¨,
ÿêi íàáóâàþòü çíà÷åíü ó âiäïîâiäíèõ ïðîñòîðàõ Ñîáîë¹âà.

Äëÿ çìåíøåííÿ ïîòðåáè â îá÷èñëþâàëüíèõ ðåñóðñàõ ðåàëiçîâàíî øâèä-
êèé ÌÃÅ, âèêîðèñòîâóþ÷è àäàïòèâíó ïåðåõðåñíó àïðîêñèìàöiþ îòðèìà-
íèõ ìàòðèöü. Êðiì òîãî, ìåòîä ïîøèðåíî íà ðîçâ'ÿçóâàííÿ çàäà÷i Äiðiõëå
â îáëàñòi ç âêëþ÷åííÿì. Òàêîæ ïîäàíî ÷èñåëüíi ðåçóëüòàòè äëÿ ìîäåëü-
íèõ çàäà÷, ÿêi iëþñòðóþòü òî÷íiñòü i î÷iêóâàíèé ïîðÿäîê çáiæíîñòi çàï-
ðîïîíîâàíîãî ìåòîäó.
Abstract. We present an improved analysis of two approaches to solving of
the Dirichlet initial-boundary value problem for a homogeneous wave equa-
tion, which are based on the combination of the Laguerre transform for the
time variable with the Galerkin-BEM in an unbounded spatial domain. Both
approaches lead to the same in�nite triangular system of boundary integral
equations as a result. The analysis is done in weighted Sobolev spaces of
functions of the time variable taking values in suitable Sobolev spaces.

For reducing both storage and computational costs we implement the fast
BEM using adaptive cross approximation of obtained matrices. Furthermore,
we extend this method for solving the Dirichlet problem in the domain with
an inclusion. We also present numerical results for some model problems
which illustrate the accuracy and estimated convergence order of the proposed
method.

1. Introduction
In recent years, many studies have been dedicated to the development of

e�ective methods for the numerical solution of time domain boundary integral
equations (TDBIEs), which arise from initial-boundary value problems (IBVPs)
for the wave equation. Comprehensive lists of related works are presented
in [11, 35]. A common feature of these studies is the usage of deep analytical
concepts to take into account the dependence of the solutions on the time
variable. However, as noted in [10], the computational complexity of proposed

Key words. Dirichlet initial-boundary value problem, wave equation, Laguerre transform,
Fast Galerkin-BEM, time domain boundary integral equations, boundary integral equation,
retarded single layer potential, half-space with inclusion, adaptive cross approximation.
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approaches is still high for problems in 3D domains and the development of
e�ective numerical methods remains actual.

In this paper we present new results of solving both IBVPs and TDBIEs
by approach, which is based on the Laguerre transform (LT) [18, 25] in the
time variable. The advantage of this transform is that an inverse LT is easy
to calculate. Moreover, for solving both boundary value problems (BVPs) and
boundary integral equations (BIEs) in the Laguerre domain, e�cient recur-
sive algorithms can be constructed using techniques well developed for elliptic
problems and their BIEs.

We distinguish two approaches with respect to the order in which the LT is
applied in solving IBVPs. In the �rst case, the transform is applied directly
to the IBVP, and as a result, a BVP for in�nite triangular system of elliptic
equations is obtained. Such approach was used (without much theoretical justi-
�cation) for solving di�erent evolutional IBVPs in papers [4,5,13,28,29,33,37],
in which for the problems in the Laguerre domain a suitable representation of
the solution was also constructed and corresponding BIEs were derived. Varia-
tional formulations for such problems and associated BIEs were proposed and
justi�ed for the �rst time in [30].

Theoretical aspects of another approach, when the LT is directly applied to
retarded potentials, were investigated in [24, 25]. The results for Dirichlet and
Neumann IBVPs obtained therein have enabled to substantiate the equivalence
between each of these problems and in�nite triangular systems of corresponding
BIEs in the Laguerre domain and also to de�ne the scope of the problems that
can be solved with help of the LT.

Both aforementioned approaches lead to the same in�nite triangular system
of BIEs. This fact creates a basis for the justi�cation of the �rst approach, as
well as for the e�ective implementation of the BEM for numerical solution of
the system of BIEs. These two aspects determine the main research goal of this
article.

We begin in Section 1 with a brief description of the second approach, where
the LT is applied to the TDBIE, which arose from the Dirichlet IBVP by using
a retarded single layer potential. We introduce the needed functional spaces,
give a de�nition of the LT and obtain an in�nite sequence of BIEs.

In Section 2 we transform the IBVP to the BVP for an in�nite system of
elliptic equations and explain how this approach leads to a sequence of BIEs.
After that we derive the representation of the solution of the IBVP in the form of
the Fourier-Laguerre series, which coe�cients represent the solution of the BVP
in the Laguerre domain. Then in Section 3 we consider the IBVP in the half-
space with some inclusion and obtain the representation of its solution using a
Green's function for such domain. At the end in Section 4 we demonstrate the
implementation of the Galerkin-BEM and its fast modi�cation, and present the
results of the numerical experiments.

2. Reduction of the IBVP to the infinite system of BIEs
Let Ω− be a bounded domain in R3 with Lipschitz boundary Γ, Ω := R3\Ω−,

R+ := (0,∞), Q := Ω×R+ and Σ := Γ×R+. We consider the initial-boundary
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value problem for the homogeneous wave equation
∂2u(x, t)

∂t2
−∆u(x, t) = 0, (x, t) ∈ Q, (1)

where ∆ :=
3∑

i=1
∂2/∂x2

i is the Laplace operator. We �nd a function u(x, t),

(x, t) ∈ Q, which satis�es (in some sense) the equation(1), homogeneous initial
conditions

u(x, 0) = 0,
∂u(x, 0)

∂t
= 0, x ∈ Ω, (2)

and the Dirichlet boundary condition

u(x, t) = g(x, t), (x, t) ∈ Σ, (3)

where function g is given on Σ. We also call (1)-(3) a Dirichlet problem.
To solve the IBVP (1)-(3) we use a retarded single layer potential

(Sµ)(x, t) :=
1
4π

∫

Γ

µ(y, t− |x− y|)
|x− y| dΓy, (x, t) ∈ Q, (4)

where µ : Γ×R→ R is an unknown density. It is known (see, e.g., [34]) that if
an arbitrary function µ(y, τ) is smooth enough and µ(y, τ) = 0 for y ∈ Γ and
τ ≤ 0, then function

u(x, t) = (Sµ)(x, t), (x, t) ∈ Q, (5)

satis�es (in the classical sense) the wave equation and initial conditions. The
function u satis�es also the boundary condition (3), if µ is a solution of such
TDBIE

(Vµ)(x, t) :=
1
4π

∫

Γ

µ(y, t− |x− y|)
|x− y| dΓy = g(x, t), (x, t) ∈ Σ. (6)

Let X be a Hilbert space with an inner product (·, ·)X and an induced norm
|| · ||X . In order to construct a generalized solution of the IBVP (1)-(3) we
consider spaces of functions of the time variable which have values in some
Hilbert space X. For such functions the weighted Lebesgue space L2

σ(R+; X) [9]
with weight ρσ(t) = e−σt ( t ∈ R+ and parameter σ > 0) is the simplest Hilbert
space. Elements v ∈ L2

σ(R+; X) are measurable functions v : R+ → X such
that

∫
R+

||v(t)||2X e−σtdt < ∞. This space is equipped with the inner product

(v, w)L2
σ(R+;X) :=

∫

R+

(
v(t), w(t)

)
X

e−σtdt, v, w ∈ L2
σ(R+;X), (7)

and the norm

‖v‖L2
σ(R+;X) :=

√
(v, v)L2

σ(R+;X), v ∈ L2
σ(R+; X). (8)
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We also consider the weighted Sobolev spaces

Hm
σ (R+; X) :=

{
v ∈ L2

σ(R+; X) | v(k) ∈ L2
σ(R+; X),

v(k)(0) = 0, k = 0,m
} (9)

where m ∈ N (N is the set of natural numbers), with norm

‖v‖Hm
σ (R+;X) :=

(
m∑

k=0

∥∥∥v(k)
∥∥∥

2

L2
σ(R+;X)

)1/2

. (10)

Here derivatives v(k), k ∈ N, are understood in terms of the space D′(R+; X),
elements of which are distributions with values in the space X. We assume
that elements of the space Hm

σ (R+; X) are extended with zero for non-positive
arguments.

It is well known [18], that Laguerre polynomials {Lk(σ·)}k∈N0:=N∪{0} form an
orthogonal basis in the space L2

σ(R+) := L2
σ(R+;R), that is, for every function

f ∈ L2
σ(R+) there exists its expansion in the Fourier-Laguerre series

f(t) =
∞∑

k=0

fk Lk(σt), t ∈ R+, (11)

where Fourier-Laguerre coe�cients f0, f1, ..., fk, ... have the representation for-
mula

fk := σ

∫

R+

f(t) Lk(σt) e−σtdt, k ∈ N0. (12)

We write a sequence of any elements of the set X as a vector-column v :=
(v0, v1, ...)> and denote by X∞ a set of all possible sequences of elements of the
set X. In particular, we consider a space of numerical sequences l2 :=

{
v ∈

R∞ |
∞∑

j=0
|vj |2 < +∞}

with the inner product (v,w) =
∞∑

j=0
vjwj and the

norm ||v||l2 :=
( ∞∑

j=0
|vj |2

)1/2

for v,w ∈ l2.

We recall [18] that the Laguerre transform (LT) is a mapping L : L2
σ(R+) →

l2, which maps an arbitrary function f to a sequence f = (f0, f1, ..., fk, ...)>
according to the rule (12). We will also use the notation Lkf ≡ (Lf)(k) :=
fk ∀k ∈ N0. Note that the Parseval equality holds

||f ||2L2
σ(R+) =

1
σ

∞∑

k=0

|fk|2. (13)

The LT L is a bijective mapping and its inverse L−1 : l2 → L2
σ(R+) maps an

arbitrary sequence h = (h0, h1, ..., hk, ... )> to a function

(L−1h)(t) :=
∞∑

k=0

hk Lk(σt), t ∈ R+. (14)
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For the arbitrary function f ∈ L2
σ(R+) we have an equality

L−1Lf = f. (15)
In [24] the LT was extended on functions of time variable with values in the

Hilbert space X. LT was considered as a mapping L : L2
σ(R+;X) → X∞ which

operates according to the rule (12).
Let

l2(X) :=
{
v ∈ X∞ |

∞∑

j=0

‖vj‖2
X < +∞}

be a Hilbert space with the inner product (v,w) =
∞∑

j=0
(vj , wj)X and the norm

||v||l2(X) :=
( ∞∑

j=0
‖vj‖2

X

)1/2

, v,w ∈ l2(X).

Proposition 1 ( [24], Theorem 2). The mapping L : L2
σ(R+; X) → X∞ that

maps an arbitrary function f to a sequence f := (f0, f1, ..., fk, ... )> according
to the formula (12), is injective and its image is the space l2(X), and

‖f‖2
L2

σ(R+;X) =
1
σ

∞∑

k=0

||fk||2X . (16)

In addition, for the arbitrary function f ∈ L2
σ(R+; X) we have an equality

L−1Lf = f, (17)
where the mapping L−1 : l2(X) → L2

σ(R+; X) is the inverse to L and maps the
arbitrary sequence h := (h0, h1, ..., hk, ... )> to the function h according to the
formula (14).

De�nition 4 ( [24]). Let σ > 0 and X be a Hilbert space. Mappings

L : L2
σ(R+;X) → l2(X) and L−1 : l2(X) → L2

σ(R+; X),

mentioned in theorem 1, are called, respectively, direct and inverse Laguerre
transforms, and the formula (16) is an analogue of the Parseval equality.

De�nition 5 ( [23]). Let X, Y , Z be arbitrary sets and q : X × Y → Z be
some mapping. By a q-convolution of sequences u ∈ X∞ and v ∈ Y ∞ we
understand the sequence w := (w0, w1, ..., wj , ...)> ∈ Z∞, whose elements are
obtained by the rule

wj :=
j∑

i=0

q (uj−i, vi) ≡
j∑

i=0

q (ui, vj−i) , j ∈ N0; (18)

the q-convolution of u and v is shortly written in form w = u ◦
q
v.

If X = L(Y, Z) is a space of linear operators acting from the space Y into
the space Z and q(A, v) = Av, A ∈ L(Y, Z), v ∈ Y , then components of
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the q-convolution of arbitrary sequences A ∈ (L(Y, Z)
)∞ and v ∈ Y ∞ are

represented by the formula

wj =
j∑

i=0

Aj−ivi, j ∈ N0. (19)

In this case we write w = A ◦
Z
v.

Note that for any function f ∈ L2
σ( R+; X) the Fourier-Laguerre series of the

function f(t−a), a > 0, can be expressed in terms of the sequence f := Lf [24,
Lemma 1]:

f
( · −a

)
= e−σa

∞∑

j=0

( j∑

i=0

ζj−i(σa)fi

)
Lj(σ·) in L2

σ(R+;X), (20)

where
ζ0(s) := 1, ζk(s) := Lk(s)− Lk−1(s), s ∈ R+ = [0,∞), k ∈ N. (21)

Let H1(Ω) and H1/2(Γ) denote the usually de�ned (see, e.g., [17]) Sobolev
spaces and H−1/2(Γ) := (H1/2(Γ))′. Consider now the retarded single layer
potential (4) and TDBIE (6). Assuming the density µ ∈ L2

σ(R+;H−1/2(Γ)) is
su�ciently smooth, we can write the expansion [24]:

(Sµ)(x, t) =
∞∑

j=0

uj(x) Lj(σt), (x, t) ∈ Q, (22)

where coe�cients uj := Lj Sµ, j ∈ N0, are components of the q-convolution
u(x) :=

(
S ◦

H1(Ω)
µ

)
(x), x ∈ Ω. (23)

Here µ := Lµ and the sequence S consists of operators Sk : H−1/2(Γ) →
H1(Ω), k ∈ N0, acting on any function ξ ∈ L2(Γ) according to the rule

(Skξ)(x) :=
∫

Γ

ξ(y)ek(x− y) dΓy, x ∈ Ω, (24)

where

e0(z) :=
e−σ|z|

4π|z| , ek(z) :=
e−σ|z|

4π|z|
(
Lk(σ|z|)− Lk−1(σ|z|)

)
, z ∈ R3 \ {0}, k ∈ N.

(25)
One can extend the expression (24) to the H−1/2(Γ)×H1/2(Γ) duality product
(Skξ)(x) =

〈
ξ(·), ek(x− ·)

〉
Γ
, x ∈ Ω, for elements ξ ∈ H−1/2(Γ) [24].

Similarly, applying the LT to the equation (6), we obtain an in�nite trian-
gular system of BIEs

V ◦
H1/2(Γ)

µ = g on Γ, (26)

where g := Lg and V is a sequence of boundary operators Vk : H−1/2(Γ) →
H1/2(Γ), k ∈ N0, which may be expressed as a composition Vk := γ0 ◦ Sk of

47



A.R.HLOVA, S.V. LITYNSKYY, YU.A.MUZYCHUK, A.O.MUZYCHUK

operator Sk with trace operator γ0. In case of ξ ∈ L2(Γ) we have

(Vkξ)(x) =
∫

Γ

ξ(y)ek(x− y) dΓy, x ∈ Γ. (27)

Proposition 2 ( [24], Theorem 1). Let g ∈ Hm+4
σ0

(R+;H1/2(Γ)) for some
σ0 > 0 and m ∈ N0. Then there exists a unique generalized solution of the
problem (1)-(3), it belongs to the space Hm+1

σ0
(R+; H1(Ω)) and for any σ ≥ σ0

such an inequality holds

||u||Hm+1
σ (R+;H1(Ω)) ≤ C||g||Hm+4

σ (R+;H1/2(Γ)), (28)

where C > 0 is a constant that is not dependent on g.
In addition, the generalized solution of the problem (1)-(3) can be represented

as a sum of series (22), that is convergent in the space L2
σ0

(R+; H1(Ω)), which
coe�cients u are de�ned by formula (23), where the sequence µ ∈ l2(H−1/2(Γ))
is a solution of the system of the BIEs (26) with g := Lg.

Note that the assumption about the function g in the proposition 2 guaran-
tees the applicability of the LT at all stages of constructing of the numerical
solution to the problem (1)-(3) without any additional assumption about re-
lation between parameters m and σ0. On theoretical aspects of generalized
solutions to such problems in other functional spaces, see, for example, in [21].

3. System of the convolutional type and its solution
We can also obtain both the representation (22) of the generalized solution of

the problem (1)-(3) and the system of the BIEs (26) in another way. For this we
use such property of the LT for the derivatives of the function f ∈ H2

σ(R+; X):

Lk

(
∂2f(t)

∂t2

)
= σ2

k∑

l=0

(k − l + 1)Ll

(
f(t)

)
, k ∈ N0. (29)

By applying the LT to the wave equation (1) directly and using (29), in Ω we
obtain the following in�nite triangular system of elliptic equations





Pu0 = 0,
c1u0 + Pu1 = 0,
c2u0 + c1u1 + Pu2 = 0,

. . . . . . . . . . .
cku0 + ck−1u1 + ... + Puk = 0,

. . . . . . . . . . . . .

(30)

where uk := Lku, k ∈ N0, are the unknown functions and P := c0I −∆, ck :=
(k + 1)σ2, I is the identity operator. Henceforth we denote u := (u0, u1, ...)>
and G the in�nite triangular matrix in the left hand side of (30). This allows
us to rewrite the system in form

Gu=0 in Ω. (31)
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By the LT we obtain from the condition (3) a sequence of boundary conditions
regarding the unknown functions

γ0u = g := Lg on Γ. (32)

Theorem 1. Let the given function g satis�es the condition of the proposition
2, that is, g ∈ Hm+4

σ0
(R+; H1/2(Γ)) for some σ0 > 0 and m ∈ N0. Then the

unique generalized solution u ∈ Hm+1
σ0

(R+;H1(Ω)) of the problem (1)-(3) can
be represented by the solution u := (u0, u1, ...)> of the boundary value problem
(31), (32) as the sum of a series

u(x, t) =
∞∑

j=0

uj(x)Lj(σt), (x, t) ∈ Q. (33)

Proof. Let us consider a top part Gkuk=0 of the system (31) for any �xed
k ∈ N0, which consists from the k + 1 equations. According to the [30, Lemma
2] its any solution uk := (u0, u1, ..., uk)> can be represented in Ω by the formula

uj(x) =
j∑

i=0

〈
µi(·), ej−i(x− ·)

〉
Γ
, x ∈ Ω, j ∈ N0, (34)

where µj , j ∈ N0, are some elements of the space H−1/2(Γ) and functions
ej , j ∈ N0, may be expressed through a fundamental solutionE := (E0, E1, ...)>
of the operator G in form

e0 := E0, ej := Ej − Ej−1, j ∈ N. (35)

In addition, if the sequence µk :=
(
µ0, µ1, ..., µk

)> is obtained as a solution of
the system of BIEs

j∑

i=0

〈
µi(·), ej−i(x− ·)

〉
Γ

= gj , x ∈ Γ, j ∈ 0, k, (36)

then the sequence uk will be the solution of suitable Dirichlet problem for the
system Gkuk=0.

Notice that (35) may be reduced to form (25) [31, Theorem 1]. Therefore,
the formula (34) coincides with the representation of the Fourier-Laguerre coef-
�cients of the retarded potential (4) and BIEs in the system (36) are the same
as in the in�nite system (26). So sequence µ :=

(
µ0, µ1, ...

)> coincides with
LT of the solution µ of the TDBIE (6) and, as a consequence, the solution u
of the problem (31), (32) coincides with LT of the solution u of the problem
(1)-(3). As a conclusion from the Proposition 2 we have that µ ∈ l2(H−1/2(Γ))
and u ∈ l2(H1(Ω)).
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Using the notation (21), in the case µi ∈ L2
σ(Γ) we can rewrite the formula

(34)

uj(x) =
j∑

i=0

∫

Γ

µi(y)ej−i(x− y)dΓy =

=
∫

Γ

e−σ|x−y|

4π|x− y|
j∑

i=0

µi(y)ζj−i(σ|x− y|)dΓy.

(37)

By substituting the expression (37) into the partial sum

ũk(x, t) :=
k∑

j=0

uj(x)Lj(σt), (x, t) ∈ Q, (38)

and taking the external sum into the integral over Γ we obtain

ũk(x, t) =
∫

Γ

e−σ|x−y|

4π|x− y|
k∑

j=0

j∑

i=0

µi(y)ζj−i(σ|x− y|)Lj(σt)dΓy, (x, t) ∈ Q. (39)

Taking into account, that µ ∈ l2(H−1/2(Γ)) and formula (20) holds for this
sequence, putting k →∞ we �nally get

u(x, t) =
∫

Γ

1
4π|x− y|µ(y, t− |x− y|)dΓy, (x, t) ∈ Q, (40)

where µ = L−1µ. Since µ is the solution of the TDBIE (6), the retarded
potential (40) coincides with potential (4). Therefore, (40) is the solution of
the problem (1)-(3). ¤

Taking into account that the system (26) is triangular we rewrite it as a
sequence of BIEs





(V0µ0)(x) = g0(x),
(V0µ1)(x) = g̃1(x),

. . . . . . . . .
(V0µk)(x) = g̃k(x), k ∈ N, x ∈ Γ,

. . . . . . . . .

(41)

with recurrent expressions in right-hand sides

g̃k(x) := gk(x)−
k−1∑

i=0

(Vk−iµi)(x), k ∈ N. (42)

Since the boundary operator V0 is H−1/2(Γ)-elliptical [6,17], for arbitrary �xed
k ∈ N0 the k−th equation in (41) with gk ∈ H1/2(Γ) has a unique solution µk ∈
H−1/2(Γ). We can choose (by some criteria) the value of parameter N and �nd
from (41) the �rst components for the sequence µN :=

(
µ0, µ1, ..., µN , 0, 0, ...

)>.
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Using it for calculation a sequence uN :=
(
u0, u1, ..., uN , 0, 0, ...

)> by the for-
mula

uN (x) =
(
S ◦

H1/2(Γ)
µN

)
(x), x ∈ Ω, (43)

we obtain an approximate solution ũN (x, t) of the problem (1)-(3) as a partial
sum (38) of the expansion (22) of the exact solution u(x, t).

4. Problems in the domain with an inclusion
Reducing the IBVP (1)-(3) to the BVP (31), (32) allows us to solve it by

numerical approaches, which have been successfully used for solution of the
elliptic problems. In particular, it concerns the use of surface potentials, which
are based on Green's function [8] for speci�c domain Ω0 instead of the funda-
mental solution (25) for operator G in R3. Suppose Γ0 is a Lipschitz boundary
of Ω0.

De�nition 6 ( [31]). Let N(x, y) := (N0(x, y), N1(x, y), ...)>, (x, y) ∈ Ω0×Ω0

be a solution of the equation
Gu = δ̄y in

(D′(Ω0)
)∞

, (44)

where δ̄y := ( δ(· − y), 0, 0, ... )>. We say that N is Green's function for the
Dirichlet problem for the system (31) in the domain Ω0 if all its components
vanish for (x, y) ∈ Γ0 × Ω0.

Building the Green's function for the domain with arbitrary geometry isn't a
simple task in general. But for domains with a certain type of symmetry it can
be built analytically by the re�ection method [31]. Without loss of generality
we present here the Green's function for the Dirichlet problem in case of the
half-space Ω0 = R2 × R+:

Nk(x, y) = ek(x− y)− ek(x− y∗), k ∈ N0, (45)
where y∗ is a point symmetric to the point y in regards to the plane Γ0 and
functions ek are de�ned by (25).

Let us denote the unit exterior normal vector to the surface Γ0 as ν. Consider
a sequence D which consists of operators Dk : H1/2(Γ0) → H1(Ω)), k ∈ N0,
that act on an arbitrary function ξ ∈ H1/2(Γ0) according to the rule

(Dkξ)(x) :=
∫

Γ0

ξ(y) ∂νNk(x, y) dΓy, x ∈ Ω0, (46)

where ∂ν is the notation of the normal derivative. If λ ∈ l2(H1/2(Γ0)) is an
arbitrary sequence then a sequence

u(x) := −(
D ◦

H1(Ω)
λ

)
(x), x ∈ Ω0, (47)

satis�es the system (31) [31].
Let bounded domain Ω− with a Lipschitz boundary Γ is an inclusion in

the domain Ω0 (Γ0 ∩ Γ = ®) and Ω := Ω0 \ Ω−. For an arbitrary function
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µ ∈ L2
σ(R+; H−1/2(Γ)) let us consider q-convolution

u(x) :=
(
S̃ ◦

H1(Ω)
µ

)
(x), x ∈ Ω, (48)

of sequences µ := Lµ and S̃ := (S̃0, S̃1, ...)>, where operators S̃k : H−1/2(Γ) →
H1(Ω)), k ∈ N0, act on an arbitrary ξ ∈ L2(Γ) according to the rule

(S̃kξ)(x) :=
∫

Γ

ξ(y) Nk(x, y) dΓy, x ∈ Ω. (49)

For ξ ∈ H−1/2(Γ) one can extend the expression (49) to the H−1/2(Γ)×H1/2(Γ)
duality product (S̃kξ)(x) =

〈
ξ(·), Nk(x− ·)

〉
Γ
with x ∈ Ω. It is easy to see that

for arbitrary functions µ ∈ L2
σ(R+;H−1/2(Γ)) and λ ∈ L2

σ(R+; H1/2(Γ0)) a
combination of the sequences

u(x) :=
(
S̃ ◦

H1(Ω)
µ

)
(x)− (

D ◦
H1(Ω)

λ
)
(x), x ∈ Ω, (50)

satis�es the system (31) in Ω and the boundary condition γ0u = λ on Γ0.
Suppose u satis�es the wave equation (1) and initial conditions (2) in Ω and

traces γ0,0u = λ and γ0,1u = g are given on the cylinders Σ0 := Γ0 × R+ and
Σ = Γ × R+ respectively. Then unknown sequence µ for the representation
(50) can be obtained from the system of BIEs

Ṽ ◦
H1/2(Γ)

µ = g + γ0,1

(
D ◦

H1(Ω)
λ

)
on Γ, (51)

where g := Lg and the components of the sequence Ṽ are boundary operators
Ṽk := γ0,1 ◦ S̃k, Ṽk : H−1/2(Γ) → H1/2(Γ), k ∈ N0. Note that the resulting
system can be reduced to the sequence of BIEs similar to (41) and has only one
solution.

5. Fast BEM and results of numerical experiments
Both (26) and (51) systems are triangular so one can solve their equations

sequentially. For this we use Galerkin-BEM and it fast modi�cation [16,36].
Let ΓM =

⋃M
l=1 τ l be some approximation of the boundary Γ by triangular

boundary elements {τl}M
l=1 and

{
ϕ0

l

}M

l=1
be a set of linearly-independent on ΓM

piece-wise constant functions

ϕ0
l (x) =

{
1, x ∈ τl,
0, x /∈ τl.

(52)

Treating a value h := max
l=1,M

( ∫
τl

ds
)1/2 as a parameter of the spatial approx-

imation, we will consider a �nite-dimensional space S0
h(Γ) := span

{
ϕ0

l

}M

l=1

and represent a numerical solution of the system (41) by a sequence µN,h :=
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(
µh

0 , µh
1 , ..., µh

N , 0, 0, ...
)> which components are linear combinations of piece-

wise constant functions

µh
k =

M∑

l=1

µh
k,lϕ

0
l ∈ S0

h(Γ), k ∈ N0. (53)

Here
{

µh
k,l

}M

l=1
=: µh

k ∈ RM is a vector of unknown coe�cients which can be
found from the following system of linear algebraic equations

Vh
0µh

k = gh
k −

k−1∑

j=0

Vh
k−jµ

h
j , k ∈ N0, (54)

where gh
k [i] =

∫
τi

gk(x)dsx, i = 1,M, and elements of the matrix Vh
p have

following form

V h
p [i, l] =

∫

τi

∫

τl

ep(x− y)dsydsx, i, l = 1,M, p ∈ N0. (55)

Notice, that for any k ≥ 1 the components µ0, µ1, ..., µk−1, obtained from BIE
(41) on previous steps, are included into the expression in the right-hand side
of the current equation. The evaluation of the surfaces integrals (55) has been
discussed in [32].

We interpret sequences

µN,h :=
(
µh

0 , µh
1 , ..., µh

N , 0, 0, ...
)>

and
uN,h :=

(
uh

0 , uh
1 , ..., uh

N , 0, 0, ...
)>

with some �xed value of the parameter N as numerical solutions of the sys-
tems of BIEs (26) and the BVP (31)-(32), respectively. As well, a partial sum

ũN,h(x, t) :=
N∑

j=0
uh

j (x)Lj(σt) we use as a numerical solution of the problem

(1)-(3).
Let us assess the accuracy of the proposed method. Taking into account an

obvious inequality ‖u − ũN,h‖H1
σ(R+;H1(Ω)) ≤ ‖u − ũN‖H1

σ(R+;H1(Ω)) + ‖ũN −
ũN,h‖H1

σ(R+;H1(Ω)), in this paper we restrict ourselves to examining the poste-
riori error of the numerical solution, which corresponds to the second term in
the right hand part of this inequality. An asymptotic error of the numerical
solution in this case has been investigated in [22].

In the following we demonstrate numerical solutions of some model problems
for the wave equation in the domain Ω = R3\Ω−, where Ω− = (−1, 1)×(−1, 1)×
(−1, 1). For generating boundary values we use a spherical impulse represented
by the formula

w(x, t) := |x|−1w∗(t− |x|+ 1)ϑ(t− |x|+ 1), (x, t) ∈ R3 \ {0} × R0, (56)
with a cubic B-spline w∗ and the Heaviside step function ϑ(t). Notice that the
function w satis�es (1) and (2).
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Example 1. We consider the problem (1)-(3) in Ω× R+ with the given trace
data g = w on Σ and analyze accuracy and convergence of numerical solutions
uh

k and ũN,h on the sequence of discretization ΓM with increasing M and with
N = 20.

Tabl. 1. Convergence analysis of uh
0 , uh

10 and ũN,h for Exam-
ple 1 with σ = 4, N = 20 and increasing M

M
uh

0 (x) uh
10 ũN,h

δh
0 eoc0 εh

0 δh
10 eoc10 εh

10 δ̃N,h ẽoc
N,h

ε̃N,h

108 1.92·10−4 3.24 2.92·10−3 22.21 2.40·10−2 4.66
300 7.01·10−5 2.03 1.18 8.46·10−4 2.43 6.43 8.11·10−3 2.13 1.57
768 3.22·10−5 2.42 0.54 2.97·10−4 2.23 2.26 3.09·10−3 2.05 0.60

1452 1.83·10−5 2.24 0.31 1.49·10−4 2.16 1.14 1.62·10−3 2.03 0.31
1728 1.55·10−5 2.16 0.26 1.24·10−4 2.14 0.94 1.36·10−3 2.02 0.26
2700 1.02·10−5 2.14 0.17 7.72·10−5 2.12 0.59 8.63·10−4 2.03 0.17
4800 5.93·10−6 2.11 0.10 4.22·10−5 2.10 0.32 4.83·10−4 2.02 0.09

At �rst we consider the impact of the parameter h on the approximation
error of numerical solutions uh

k , k ∈ 0, N , and ũN,h with some �xed value
of the parameter N . For this we compute values δh

k := ||uh
k − uk||L2(Ωa,b) and

εh
k := δh

k/||uk||L2(Ωa,b)∗100 %, and also values δ̃N,h := ||ũN,h−ũN ||L2
σ(R+;L2(Ωa,b))

and ε̃N,h := δ̃N,h/||ũN ||L2
σ(R+;L2(Ωa,b)) ∗ 100 %, where (a, b) =: Ω(a,b) is a spatial

interval from which observation points are taken. Notice that we provide es-
timates in the norm of such Lebesgue space with aim to simplify calculations
in the unbounded exterior domain Ω. Using a sequence of �nite-dimensional
spaces S0

h(Γ) with decreasing h for both kinds of numerical solutions we eval-
uate estimated orders of convergence [36] eock := ln(δhj−1

k /δ
hj

k )/ln(hj−1/hj),
k ∈ 0, N , and ẽocN,h := ln(δ̃N,hj−1/δ̃N,hj )/ln(hj−1/hj), where hj−1 and hj are
consequent values of the parameter h.

Computed in Ω(a,b) with a = (1.2, 0, 0) and b = (10, 0, 0), some results of
the series of numerical experiments are given in Table 1. They highlight that
eoc ≈ 2 for both numerical solutions uh

k and ũN,h.
Now we assume that the cube Ω− is included in the half space Ω0 = R2 ×

(−2,∞) and Ω = Ω0 \ Ω−. For generating boundary functions in this case we
use a function ŵ(x, t) := w(x, t)−w(x∗, t), where x∗ is a point symmetric to the
point x with respect to the plane Γ0 = {(x1, x2, x3) | x3 = −2}. It is obvious
that function ŵ satis�es (1) and (2) and ŵ(x, t) ≡ 0 on Γ0.
Example 2. We consider the problem (1)-(3) in Ω × R+ with traces γ0,0u =
λ ≡ 0 and γ0,1u = g = ŵ given on the cylinders Σ0 := Γ0×R+ and Σ = Γ×R+

respectively, and analyze accuracy and convergence of numerical solutions uh
k

and ũN,h on the sequence of discretization ΓM with increasing M and with
N = 20.
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We solve this problem by modi�ed BEM using the representation (50) based
on Green's functions for the Dirichlet problem for the system (31) in the domain
Ω0. In this approach after discretization of BIEs we obtain matrices Ṽh

k similar
to the Vh

k , k ∈ N0. Results of the numerical experiment are plotted in Figure
1.

As we can see from the Table 2 numerical solutions, obtained in this ap-
proach, have the same accuracy and the convergence order as in the previous
example. Notice that some complication of the method due to the use of Green's
functions does not lead to signi�cant increase of computational resources for
solving the problem in the domain with inclusion. The fact that we have avoided
solving BIEs on the unbounded surface Γ0 is an advantage of the modi�ed BEM
in solving such problems.

Tabl. 2. Convergence analysis of uh
0 , uh

10 and ũN,h for Exam-
ple 2 with σ = 4, N = 20 and increasing M

M
uh

0 (x) uh
10 ũN,h

δh
0 eoc0 εh

0 δh
10 eoc10 εh

10 δ̃N,h ẽoc
N,h

ε̃N,h

108 8.58·10−5 3.24 1.36·10−3 7.59 1.78·10−2 3.35
300 3.14·10−5 2.03 1.19 3.33·10−4 2.76 1.85 4.96·10−3 2.50 0.94
768 1.44·10−5 2.42 0.55 9.97·10−5 2.56 0.56 1.77·10−3 2.20 0.33

1452 8.14·10−6 2.23 0.31 4.64·10−5 2.40 0.26 9.06·10−4 2.10 0.17
1728 6.93·10−6 2.16 0.26 3.79·10−5 2.31 0.21 7.57·10−4 2.05 0.14
2700 4.56·10−6 2.13 0.17 2.27·10−5 2.29 0.13 4.79·10−4 2.06 0.09

We now wish to notice that matrices Vh
k and Ṽh

k , k ∈ 0, N , which arise
after discretization of boundary operators in equations (26) and (51), are fully
populated and can reach large sizes. So for their calculation we apply the Fast
BEM which based on adaptive cross approximation (ACA) of these matrices
[3, 12]. Because this approach is universal in relation to the function in the
kernel of boundary operators, an e�cient algorithm can be constructed for
calculating all the above matrices.

It can be checked that functions in the sequence e(x−y) =
(
e0(x−y), e1(x−

y), ...ek(x−y), ...
)> are asymptotically smooth [3, De�nition 3.2.]. This ensures

that for each of the matrices Vh
k ACA algorithm admits admissible partitions

into blocks that can be approximated by the product of matrices of smaller rank.
For example, if some block A ∈ Rm×n in Vh

k is admissible it can be approxi-
mated with arbitrary small error ε in Frobenius norm by the matrix Sr := QT>,
where Q ∈ Rm×r and T ∈ Rn×r are matrices of rank r ≤ min(m,n). To do
this we have to calculate and store in RAM only a subset of elements of the
block A [3, Chapter 3].

In order to demonstrate e�ciency of the ACA we apply Fast BEM to the
problem which we have considered in the Example 1. As we can see from the
Figure 2, memory consumption for storing data of the approximated matrix
Vh

0 depends on the parameter M almost linearly. By contrast, we need to store
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Fig. 1. Numerical solution of the problem in Example 2 in two
sets of the observation points {(x1, 0, 0)} and {(0, 0, x3)}

Fig. 2. Memory consumption for storing data of the matrix Vh
0

for the Fast BEM (ε = 10−2 and ε = 10−3 ) and for the ordinary
BEM (ε = 0)

M2 elements of Vh
0 using ordinary BEM. The same dependency concerns the

time needed for calculating data of Vh
0 by the fast and the ordinary BEM.

Note that according to the ACA algorithm admissible blocks are allocated
outside of the main diagonal of the matrix. So their approximation doesn't
require high accuracy. On Figure 3 we demonstrate the error of the numerical
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Fig. 3. Error δ̃10,h of numerical solutions for Example 1, which
was obtained by the Fast BEM ( ε = 10−2 and ε = 10−3) and
by the ordinary BEM (ε = 0)

solutions for Example 1, which were obtained by the Fast BEM with approxi-
mation of admissible blocks in matrices Vh

k with some �xed values of the error
ε. As we can see, the numerical solution in case of ε = 10−3 has almost the
same error δ̃N,h as in case of the application the ordinary BEM, when all ele-
ments of matrices Vh

k were calculated (on the �gure we denote this solution by
ε = 0).

6. Conclusions
We have described two approaches based on the Laguerre transform in the

time domain, that require the solution of a sequence of boundary integral equa-
tions to obtain an approximate solution of the Dirichlet problem for the wave
equation. After an additional justi�cation for such transform, we have shown
the application of the boundary elements method for solving integral equa-
tions in the Laguerre domain and derived a representation of the approximate
solution of the wave equation.

In solving evolutional problems the coupling of the LT and the BEM makes
it possible to use other techniques, that have been developed for elliptical prob-
lems. In particular, we have modi�ed this method for solving Dirichlet problem
in the domain with an inclusion, using Green's functions for the representation
of the solution. Also we have implemented the Fast BEM using adaptive cross
approximation for reducing both the storage and computational costs.

Finally, we can point out that in this article we have con�ned ourselves to
considering a problem with a Dirichlet boundary condition in order to simplify
the presentation. For other boundary conditions the approaches considered
above will lead to other boundary integral equations that will need to be solved
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by another implementation of the BEM. We also remark that the Laguerre
transform can be combined with other suitable methods. For example, for
solving more general second-order hyperbolic equations, which coe�cients are
variable in the space domain, the Laguerre transform can be similarly combined
with the �nite elements method.
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