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LAGRANGE INTERPOLATION FORMULA
IN LINEAR SPACES

O.F.KASHPUR, V. V. KHLOBYSTOV

PE3IOME. B miHiilHOMY HeCKiHY€HHOBUMiIPHOMY IIPOCTOPI 31 CKaJIIPHUM II0-
OyTKOM i B CKIHU€HHOBHMIPHOMY €BKJILOBOMY IIPOCTOPI JOCiAKeHA TOTHICTD
dopmymn Jlarpamxka Ha MOIIHOMAX BiAMOBIIHOTO CTEIEHS.

ABSTRACT. In a linear infinite-dimensional space with scalar product and in
a finite-dimensional Euclidean space the accuracy of the Lagrange formula on
polynomials of the corresponding degree is investigated.

The problem of polynomial approximation of nonlinear operators is an ac-
tual in both the theoretical and in the applied senses. One of the methods of
its solution is interpolation. A partial case of this problem is the polynomial
interpolation of many-variable functions. It was shown in [1] that for the con-
struction of the unique interpolation polynomial in the Euclidean space Ej it
is necessary that the relation (between the n-th degree of the polynomial and
the number of nodes m) m = (n+k)!/nlk! be executed. Moreover constructing
an n-th degree interpolant in Ej induces some difficulties. In practice, there
are cases where the number of interpolation nodes is given less than what is
needed to construct of the unique interpolant of the corresponding degree. In
[2], it is shown that the number of nodes can be chosen less than dimension
of the space of polynomials used for seeking the solution, with the problem
will be invariantly solvable and will be have the unique solution with minimum
norm generated by a scalar product by the Gaussian measure |3, 7]. We call an
interpolation task invariantly solvable if it has a solution at arbitrary values of
the function in the nodes.

In [4] interpolation operator polynomials in Hilbert spaces are given. In
the article one of these interpolants is considered. It is shown that it is an
interpolation Lagrange formula with fundamental functional polynomials in a
linear space with a scalar product. This interpolation Lagrange formula (the
number of nodes m and the degree of polynomial n are not interconnected)
is studied both for the case of an infinite-dimensional linear space and for
the case of the finite-dimensional Euclidean space Ej, the conditions for the
accuracy of the Lagrange formula on polynomials of the corresponding degree
are determined.

Key words. Hilbert space, Euclidean space, operator, interpolation polynom, invariance of
solution.
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It was shown in [4] that the interpolation operator polynomial of n-th degree
for the operator f has the form

Po(x) = <f, Lh > (i, x)p|§”1> ; (1)
p=0

where z; is an interpolation node, P,(x;) = f(x;) = fi, i = Im, f =
(f1, f2, s fm), zi, * € H, H is the Hilbert space, f : H — Y, Y is a linear
space, f; € Y, I'} is the Moore-Penrose pseudo-inverse matrix to the matrix

n m
Fm = H Z(wlﬁw])p”v <y >= Zfiaia a; € Rl-
p=0

i=1

In [4], in the event of fulfillment of the necessary and sufficient condition for
solvability of operator interpolation task, such as

Aof =0, Ag=E-T}/T =E-TT}, (2)

Ap is an idempotent symmetric matrix. Based on (2), we get: if the matrix I'y,
is nonsingular (T, = T';,}), then the problem will be invariantly solvable, that
is, the solution will exist for any values of the operator in the nodes.

We denote I'F, = ||(x;,2;)¥||. In [4] it is shown that in the case of fulfillment-
ing of the condition

rg(Ty, +Tp) +n—1>m (3)
the operator interpolation problem is invariantly solvable.

Consequently, let us consider the case when the problem is invariantly solv-
able: T, = T',;1, and the formula (1) turn in to the form:

Po(x) = <f, Lot Y (i) |§”1> : (4)
p=0

In the following, the formula (4) will be rewritten in a different form and
we reduce it to the Lagrange formula in a linear space with a scalar prod-
uct. Let X,Y be linear spaces, X with a scalar product (-,-), f : X —
Y, P,(x) be an interpolation operator polynomial of n-th degree for f with
nodes 1,2, ..., Tm, Po(z;) = f(x;) = fi, x,z; € X, i = 1,m, and the nodes x;
are chosen in such a way that the matrix || Ppy;(x;)|| will be nonsingular, where

n
Pm<l‘) = ZLkzmk,mek = (mi,x)k, LOi = 1, Pm X — Rl, 7 = l,m.
k=0

The invertibility of the matrix for a finite-dimensional Euclidean space is
considered in [2| by the choice of independent vectors related with nodes. In
the following, we denote: Py, (x) = (Pn1(x), Pa(2), ..., Pum(2)), and by Pt (z;)
the elements of the matrix || P;(z;)|| 7. According to [4] we get

Po(x) = (f, || Pai(z;) | ' Pn(z)) =
= (F. 1P (@) Pu(2)) =
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= 5D Pt @) Paj(x) = Y fili), (5)
=1 j=1 i=1
where "
(@) = Y Pt () Poj (),
j=1

Z Poj(r) = b, (6)

Jir is the Kronecker symbol. Slnce (5), (6), we obtain

E

o) = fili(wr) = fo = flan) k=T,
=1

Thus, the formula (5) is the Lagrange formula for an interpolation polynomial
in a linear space with a scalar product

Zf” , li(xg) = Ok, 3,k = 1,m, (7)

where [;(z) are fundamental functional Lagrange polynomials of n-th degree,
li X — Rl.

Note that the interpolant (7) with the nodes z;,7 = 1,m is not a unique
polynomial in X. Indeed, if p, : X — Y is an arbitrary operator polynomial of
n-th degree [5], then formula

m
Po(x) = pu() + D (fi = pal@i)li(@) (8)
i=1
defines the set of interpolation operator polynomials of n-th degree for the
operator f,

m

Po(ak) = pulax) + Y (fi = pul@i))lizi) =

i=1

ajk +Z pn wz 'Lk:fk:f(xk)yk:lam-

In [4] it is proved that the mterpolant (7) belonging to the set (8) has a minimal
norm generated by a scalar product by the Gaussian measure [3, 7.

It is known that in infinite-dimensional spaces, the finite set of nodes does
not guarantee the uniqueness of the interpolant and its invariance with respect
to polynomials of the corresponding degree. It was shown in [6-8] that the
continuum information used to construct an interpolation polynomial does not
provide the uniqueness of the interpolation formula. The so-called "Kergin
insterpolation" for many-variable functions and in the Banach space was con-
siderated in the paper [8]. We note, firstly, that the interpolation formulas
(see [8])are convergence with the formulas from [6, 7] obtained in the 1960s
up to equivalent integral transformations, and secondly, the classical Newton
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interpolation formulas for many-variable functions can not be derived from this
formulas [9].
It has been known that the expression

— 3 pal@)li(a) (9)
i=1

does not turn into a zero element of the infinite-dimensional linear space Y 5],
that is, the Lagrange formula is not exact on the operator polynomial of the
corresponding degree, and when constructing polynomial (5) the numbers m
and n are not related.

Example 1. Let’s put in (9) n = 1, where p; : C[0,1] — C[0,1],p1(z) =
fol K(t,s)x(s)ds, K(t,s) is a continuous function on [0, 1] x [0, 1]. Taking into
account the form l;(x), we obtain that pi(z) — > /" p1(xi)li(x) # 0. Conse-
quently, in an infinite-dimensional linear space, the Lagrange formula is not
exact on polynomials of the corresponding degree.

Let us consider the partial case where X is a finite-dimensional Euclidean
space on an example of the space Fa, f : Fo — Rj,u € Fy,u = (z,y), u; =
(zi,yi),7 = 1, m, where u; is selected so that the matrix || Z;:O(xixj + vy )P
has to be nonsingular (see [2]|). From (5) we get

-1
n n

Pula,y) = [ .S @iy + v S+ ym)Ply | =
p=0 p=0 (10)

= Zfili($>y)-
i—1

Then

n

n
L, y)ly = || (@iwj + yiy;)? Z xx; +yyi)P i1,
p=0 p=0

li(xlmyk) = 5ik7 ia k= 17m'

Taking into account (10), we obtain

xkvyk Zfzz ka,yk f f(xknyk’)v kzlvm

and the formula (6) is the 1nterpolat10n Lagrange formula for f : Es — Ry,
where [;(z,y) are the fundamental Lagrange n-th degree polynomials of two
variables. Also on the basis of [4] P,(z,y) is the minimum norm interpolant [3,
7] on the set of n-th degree interpolants of two variables.

In the following, we assume that the number m is given (fixed), and the
n-th degree of the interpolation polynomial is chosen from the inequality m <
min p = p, where p is the dimension of the space of n-th degree polynomials in
Es,p=(n+1)(n+2)/2[10].
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Example 2. Let m = 2, u; = (z4,v:), 7= 1,2, u1 = (0,1), uz = (1,0). Then
m=2<min(n+1)(n+2)/2=p=3, n=1.
Let us verify the condition (3) of the invariant solvability of the problem:
rgTd +TE)+n—1=2+1-1=2>m, m=2.

Thus, with such a choice of nodes, the problem is invariantly solvable, that is,
the matrix I'y has an invertible.
Let us construct the interpolation polynomial. We get

-1

p=0
1 T
LIl —2+2y
> () z (AEH
1
ll(m,y)Zg(l—w+2y)
1
lo(z.y) = 5(1+22—y),

ll(uj) = 51_7> Za] = 1’27

2
y) = fili(z,y).
i=1
Let f(x,y) =14 22+ 3y. Then f1 = f(0,1) =4, fo = f(1,0) =3,

Pi(x,y)=4- g(l—x+2y)+3 3(1+2x—y):

1
:§(7+2x+5y)751+2x+3y,

that is, in the case of m = 2,p = 3,n = 1, the interpolant Pj(x,y) is not exact
on the polynomial of the 1-st degree.
Example 3. Let m = 3, u; = (24,v;),i = 1,2,3,u1 = (0,1),us = (1,0),us =
(0, —1). Then
m=3<min(n+1)(n+2)/2=p=3, n=1.
Check the condition (3):
rg(T% +TL)+n—-1=3+1-1=3>m, m=3.

The condition is fulfilled, hence there exists I'y’ ! Let us construct the interpo-
lation polynomial. We obtain
-1

1 1 3 -2 1
Z ui, uj)P =1 -2 4 =2/,
=0 1 -2 3
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-1

1 1 1 l—-2z+y
Z('LLZ‘,U,]‘);D Z(uiﬂu)p‘g):l = 5 2z )
p=0 p=0 1—x— Yy

3
Py(u) =) fili(w),
i=1

h(z,y) =1/20 =z +y), b(z,y) ==z, I3(z,y) = 1/2(1 —z —y),
lz(u]) = (5Z‘j,7;,j = 1,2,3.
Let f(u) =1+ 2z + 3y, then

flzf(071):47 f2:f(170):37 f3:f(07_1):_2'
We get

1 1
Pl(x,y):4~5(1—$+y)+3x—2-§(1—x—y):1+23:+3y,

that is, in the case of m = 3,p = 3,n = 1, the Lagrange interpolant (10) is
exact on the first degree polynomial of two variables.

Thus, for the finite-dimensional Euclidean space Fs, the conclusion is as
follows: in the case of m < p we have the unique Lagrange interpolant with
minimum norm, herewith it is not exact on polynomials of the corresponding
degree (Example 2). In the paper |2] this interpolant is called underdetermined.
If m = p, then the Lagrange interpolation polynomial is unique and is exact on
the polynomial of the corresponding degree [1] (example 3).

Similar considerations and transformations can be made for the Euclidean
space Eg, u € Ey, u = (x1, 9, ...,x), where the number of nodes m is given
(fixed), and the n-th degree of the interpolant is determined from the condition

m<minp =p,p= (n+k)!/nlkl, k>2 (11)

where p is the dimension of the space of n-th degree polynomials in Ej [1].
We select the nodes wuy,uo, ..., U, in such a way that there exists the inverse
matrix in (5), and the degree of the interpolation polynomial is determined
from inequality (11).

Let us formulate the following conclusion for the space E. We get

Theorem 1. Let f: By — Ri, k > 2, m be given. Then, if m = p, then the
Lagrange interpolant P,(u), u € Fj will be exact on all polynomials of degree
not higher than n, and if m < p, then the minimum norm interpolant P, (u),
does not have such a property.

We fix the degree of the interpolation polynomial and the number of nodes,
for example, n = 2,m = 4. For this case, we construct interpolants in spaces
Ry, Ey, k = 2,3,.... Let pr be the dimension of polynomials of the second
degree in Ej.

In the space Fo, when n = 2, m = 4, we obtain that ps = 6. So, for un-
ambiguous definition of Py(z,y), there are not enough two interpolation nodes.
If we consider the construction of the interpolation polynomial of the second
degree in Fj3, in the case of m = 4, we obtain that ps = 10 and for the un-
ambiguous construction of the interpolant there are not enough 6 nodes. If we
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continue this process, then it is clear that as the dimension of the space Ej
grows, the dimension of the polynomial space of the two variables py increases,
and therefore, when constructing the interpolation polynomial of the 2-nd de-
gree for 4 nodes, we are in a situation of "underdeterminacy". As you can see,
the larger the dimension of the space Ej, the more indeterminacy (uncertainty)
and less accurate of the constructed interpolation polynomial. We arrive at the
following conclusion: in the case of decreasing of the Euclidean space dimen-
sion, the "underdeterminacy" of the Lagrange interpolant is decreases, and in
the case f: Ry — R; we have m = p = n + 1, that is, we obtain the classical
n-th degree Lagrange polynomial with n + 1 nodes for the function of one vari-
able. In the space R; for m = 4 we get that p = 3, that is, we can construct the
interpolation polynomial of the third degree, herewith the resulting interpolant
is unique.

As regards the linear space X with a scalar product, the following statement
holds. If the interpolation nodes are chosen so that the corresponding matrix is
nonsingular, then there is always the unique Lagrange interpolation polynomial
with minimum norm [3, 7], but this interpolant is not exact on the operator
polynomials of the corresponding degree (Example 1). We note that, the num-
bers m (number of nodes) and n (interpolation degree) are not related to each
other when the interpolation operator Lagrange polynomial is constructed|4].

Remark. We consider the polynomial (8) in the following form

m

Pn(x) = pn($7f) + Z(fz _pn(xivf))li(‘r)? r e X, (12)

=1

where p,(z, f) is a c-polynomial, that is p,(z,f) = f, if f = pu(x) is an
arbitrary polynomial operator of degree not higher than n [4]. Then the formula
(12) defines an exact interpolant on polynomials of the corresponding degree.
Several examples of constructing a c-polynomial are considered in [4].
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