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Ðåçþìå. Ðîçãëÿíóòî ïî÷àòêîâî-êðàéîâó çàäà÷ó äëÿ îäíîðiäíîãî õâèëüî-
âîãî ðiâíÿííÿ ç äèíàìi÷íîþ êðàéîâîþ óìîâîþ ó òðèâèìiðíié çà ïðîñòî-
ðîâèìè êîîðäèíàòàìè îáëàñòi ç ëiïøèöåâîþ êîìïàêòíîþ ìåæåþ. Äëÿ
òåîðåòè÷íèõ äîñëiäæåíü ââåäåíî ïîòðiáíi ôóíêöiéíi ïðîñòîðè, çîêðåìà
âàãîâi ïðîñòîðè Ëåáåãà i Ñîáîë¹âà, òà âèçíà÷åíî îïåðàòîðè ñëiäó i âçÿòòÿ
íîðìàëüíî¨ ïîõiäíî¨ ó öèõ ïðîñòðàõ. Êðiì òîãî, äîâåäåíî äåÿêi âëàñòèâîñ-
òi äàíèõ îïåðàòîðiâ. Äàëi ñôîðìóëüîâàíî îçíà÷åííÿ ñèëüíîãî ðîçâ'ÿçêó
ïî÷àòêîâî-êðàéîâî¨ çàäà÷i òà âiäïîâiäíi òåîðåìè ïðî iñíóâàííÿ i ¹äèíiñòü
¨¨ ðîçâ'ÿçêó. Äëÿ äîâåäåííÿ öèõ òåîðåì âèêîðèñòàíî ïåðåòâîðåííÿ Ëàïëà-
ñà âåêòîðîçíà÷íèõ ôóíêöié. Ç éîãî äîïîìîãîþ åâîëþöiéíà çàäà÷à çâåäåíà
äî åêâiâàëåíòíî¨ êðàéîâî¨ çàäà÷i äëÿ åëiïòè÷íîãî ðiâíÿííÿ.

Îáãðóíòóâàííÿ îñíîâíèõ ðåçóëüòàòiâ ïîäàíî ó âèãëÿäi äåêiëüêîõ ïðî-
ìiæíèõ åòàïiâ. Ñïî÷àòêó äîâåäåíî ¹äèíiñòü ñèëüíîãî ðîçâ'ÿçêó çàäà÷i,
ïiñëÿ ÷îãî ðîçãëÿíóòî åêâiâàëåíòíó i äîñëiäæåíî ¨¨ êîðåêòíiñòü. Íà çàâåð-
øàëüíîìó åòàïi äîâåäåíî iñíóâàííÿ ðîçâ'ÿçêó åâîëþöiéíî¨ çàäà÷i i çà äî-
ïîìîãîþ ïåðåòâîðåííÿ Ëàïëàñà çíàéäåíî éîãî çîáðàæåííÿ ó âiäïîâiäíèõ
ôóíêöiéíèõ ïðîñòîðàõ.

Abstract. Initial-value problem for homogeneous wave equation with dy-
namic boundary condition is considered in three-dimensional by spatial vari-
ables domain with Lipschitz compact surface. Required functional spaces are
introduced for theoretical researches, in particular weighted Lebesgue and
Sobolev spaces, and the trace and normal derivative operators are de�ned in
these spaces. In addition, some properties of these operators are proved. Then
the de�nition of a strong solution to the initial-value problem and correspond-
ing theorems on the existence and uniqueness of the solution are formulated.
To prove these theorems the Laplace transform of vector-valued functions is
applied. By using it, evolutionary problem is reduced to equivalent boundary
value problem for elliptic equation.

The justi�cation of main results is demonstrated in the form of several in-
termediate stages. At �rst the uniqueness of the strong solution to the problem
is proved, then the equivalent problem is considered and its correctness is ex-
plored. At the �nal stage the existence of the solution to the evolutionary
problem is proved and its image is found in corresponding functional spaces
by applying the Laplace transform.

Key words. initial-value problem for wave equation; dynamic boundary condition; gen-
eralized solution; weighted Lebesgue and Sobolev spaces; Laplace and Laguerre transforms;
boundary integral equations; strong solution.
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1. Introduction

Let Ω be a domain (bounded or unbounded) in Rn ( n ≥ 2) and let Γ be
a boundary of Ω. We assume that Γ is a Lipschitz compact surface and ν(x)
is a unit vector of outer normal to this surface at point x ∈ Γ. We denote
R+ := (0,∞), Q := Ω× R+ and Σ := Γ× R+.

We consider the following initial-value problem: �nd a function u(x, t),
(x, t) ∈ Q, which satis�es (in a certain sense) the wave equation

∂2t u−∆u = 0 in Q, (1)

homogeneous initial conditions

u(·, 0) = 0, ∂tu(·, 0) = 0 in Ω, (2)

and dynamic boundary condition

∂νu+ b ∂tu = g on Σ, (3)

where g is a function given on Σ, b > 0 is a function given on Γ, ∂t and ∂ν
denote time and normal derivatives respectively, ∆ is the Laplace operator.

Hereinafter, we call this problem (HD).
The research of initial-value problems for the wave equation has a rich history

(see, for example, monographs [8, 12, 15, 22, 24]). However, the development of
e�ective methods for numerical solution of such problems still remains an ac-
tual problem, since they usually require signi�cant amount of computational re-
sources. This particularly concerns the problems in three-dimensional domains
with complex geometry and problems with complicated boundary conditions.

The mentioned problems can be conveniently considered in functional spaces
that consist of functions of a real variable (the time variable) with values in
corresponding Hilbert spaces. The advantage of such an approach is a sim-
ple algorithm of integral transformations by time variable for the purpose of
transition to the equivalent elliptic problems that are well explored from both
theoretical and practical viewpoints. In particular, a new approach was founded
in papers [1, 2] that combines the Laplace transform and integral representa-
tions of solutions of corresponding elliptic boundary value problems and leads
to boundary integral equations (BIEs). Examples of the application of the
Laplace transform for investigating the existence and uniqueness of the solu-
tion of different evolutionary problems can be found in [8, section XVI].

Unlike theoretical researches, the application of the Laplace transform in
practice is a complicated process because of the resource-intensive inverse trans-
form. Therefore, special approaches are used to set dependency of the solutions
to evolutionary problems on time variable, in particular, based on functional
convolutions. Here we note the so-called convolution quadrature method [18].
It was further developed in papers [3,13,24]. Now this approach is widely used
in numerical modelling (with the respective theoretical justi�cation) of di�erent
kinds of evolutionary processes (see, for example, [4, 11, 23, 24] and references
there).

The Laguerre transform is closely coupled with the Laplace transform. In
particular, they both have a common domain of de�nition. On the one hand, it
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allows us to use the Laplace transform for theoretical researches when solving
evolutionary problems, e.g., for investigation of the existence and uniqueness
of the solution. However, the Laguerre transform is more constructive for �nd-
ing numerical solutions to mentioned problems because of the simple inverse
transformation in terms of computational resources. As a result, it allows us to
e�ectively use the advantages of BIEs method for problems in three-dimensional
domains by spatial variables. Examples of the application of the method that
combines the Laguerre transform and BIEs for such problems can be found
in [5, 9, 16,17,20,21] and references there.

The results of numerical experiments presented in [10] demonstrate an appli-
cation of the aforementioned combined method for solving initial-value prob-
lems with dynamic boundary conditions. Notice that in this case, with the
help of the Laguerre transform, it is possible to get rid of the time derivative
of the trace of the solution on the boundary and obtain boundary conditions
containing only the trace and the normal derivative operators.

The goal of this article is to investigate the existence and uniqueness of the
strong solution of the initial-value problem (1) � (3) in the weighted Lebesgue
spaces and show its continuous dependency on input data of the problem. One
of the main research methods here is the Laplace transform. Due to the connec-
tion of this transform with the Laguerre transform [19] in speci�ed functional
spaces, obtained results form a basis for justi�cation of the Laguerre transform
and BIE combination for numerical solution of the problems mentioned above.

The main de�nitions and terms are introduced in section 2. The de�nition
of a strong solution to the problem and the formulation of theorems about
its existence and uniqueness are given in section 3. A direct proof of these
theorems is proposed in section 5 after clarifying auxiliary facts about the
Laplace transform of vector-valued functions in section 4.

2. Main definitions and terms

At �rst, we consider required functional spaces. Let X be a complex Hilbert
space with the inner product (·, ·)X and the induced norm ‖ · ‖X . Elements of
the space X are called vectors. We denote by D(R) a linear space that consists
of in�nitely di�erentiable �nite functions φ : R → C. We say that the sequence
{φn} converges to φ in D(R) if and only if bounded interval I ⊂ R such that

suppφn ⊂ I exists for every n ∈ N and φ
(m)
n ⇒ φ(m) when n → ∞ on I for

arbitrary m ∈ N ∪ {0}. By D′(R;X) we mean a linear space that consists of
linear continuous mappings F : D(R) → Xw, where Xw is a linear space X
with a weak topology. We denote by 〈F,φ〉D(R) the action F ∈ D′(R;X) on
φ ∈ D(R). Elements of the space D′(R;X) are called generalized vector-valued
functions. For every function F ∈ D′(R;X) and an arbitrary natural m we

de�ne derivative F (m) according to the rule

〈F (m), φ〉D(R) = (−1)m〈F,φ(m)〉D(R), φ ∈ D(R).

Obviously, generalized vector-valued functions are in�nitely di�erentiable.
Let L1

loc(R;X) be a linear space of measurable functions f : R → X such
that for arbitrary bounded interval I ⊂ R restriction of the function f on I
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belongs to L1(I;X), i. e.
∫
I ‖f(t)‖X dt <∞. As we can see, for every function

f ∈ L1
loc(R;X) mapping Ff : D(R) → X de�ned according to the rule

〈Ff , φ〉D(R) =

∫
R
f(t)φ(t) dt, φ ∈ D(R), (4)

is an element of the space D′(R;X).
Mapping of the space L1

loc(R;X) into D′(R;X) de�ned by the rule (4) is
injective. That allows us to identify L1

loc(R;X) with its image in D′(R;X) (this
image is a subspace). Due to this, we consider that L1

loc(R;X) ⊂ D′(R;X).
Let's denote by D′(R+;X) a subspace of the space D′(R+;X) that consists

of such elements F that suppF ⊂ [0,+∞), i. e.

F ∈ D′(R+;X) ⇔ F ∈ D′(R;X) and 〈F,φ〉D(R) = 0

∀φ ∈ D(R), suppφ ⊂ (−∞, 0).

As we can see, for a function f ∈ L1
loc(R;X) we have f ∈ D′(R+;X) if and

only if f(t) = 0 for t ∈ (−∞, 0). We denote by L1
loc(R+;X) a space of functions

f ∈ L1
loc(R;X) that belong to D′(R+;X), i. e. f(t) = 0 for t ∈ (−∞, 0).

Let α > 0 be an arbitrary �xed number. By L2
α(R+;X) we mean a linear

space that consists of functions f ∈ L1
loc(R+;X) such that∫

R+

‖f(t)‖2X e−αt dt <∞,

with the inner product

(f, g)L2
α(R+;X) =

∫
R+

(
f(t), g(t)

)
X
e−αt dt,

and induced norm

‖f‖L2
α(R+;X) =

[
(f, f)L2

α(R+;X)

]1/2 ≡ [ ∫
R+

∥∥f(t)∥∥2
X
e−αt dt

]1/2
, (5)

where L2
α(R+;X) is a Hilbert space.

We assume that the space L2
α(R+;X) as a subspace of the space L1

loc(R+;X)
is identi�ed with corresponding subspace of the space D′(R+;X). As a result

we can consider the derivative f (k) of any element f from the space L2
α(R+;X)

in terms of the space D′(R;X), where k is an arbitrary natural number.
Let N be a set of natural numbers, N0 := N ∪ {0}. For arbitrary m ∈ N we

de�ne the weighted Sobolev space

Hm
α (R+;X) :={f ∈ L2

α(R+;X)| f (k) ∈ L2
α(R+;X), k = 1,m}, (6)

with the inner product

(f, g)Hm
α (R+;X) =

m∑
k=0

∫
R+

(
f (k)(t), g(k)(t)

)
X
e−αt dt,
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and standard norm

‖f‖Hm
α (R+;X) =

[
m∑
k=0

||f (k)||2L2
α(R+;X)

]1/2

. (7)

It is known that for an arbitrary function f ∈ Hm
α (R+;X) and any point

t0 ∈ [0,+∞) there exist traces f(t0) ∈ X, ..., f (m−1)(t0) ∈ X, and f(0) =

0, ..., f (m−1)(0) = 0.
Let's now consider spaces of functions de�ned on Ω. We denote by D(Ω)

a linear space of in�nitely di�erentiable �nite functions φ : Ω → C. We say
that the sequence {φn} converges to φ in D(Ω) if there is a compact K ⊂ Ω
such that suppφn ⊂ K for all n ∈ N, and Dβφn ⇒ Dβφ when n → ∞ on K
for any β = (β1, . . . , βn) ∈ Nn

0 . We denote by D′(Ω) a linear space of linear
continuous functionals F : D(Ω) → C. Elements of the space D′(Ω) are called
generalized functions given on Ω. Also we denote by 〈F,φ〉D(Ω) an action of
element F ∈ D′(Ω) on element φ ∈ D(Ω).

For arbitrary β = (β1, ..., βn) ∈ Nn
0 and generalized function F ∈ D′(Ω) a

derivative DβF ∈ D′(Ω) is de�ned according to the rule

〈DβF,φ〉D(Ω) = (−1)|β|〈F,Dβφ〉D(Ω), φ ∈ D(Ω). (8)

Let f ∈ L1
loc(Ω), i.e., f : Ω → C be a measured function such that for any

compact K ⊂ Ω the restriction f |K of the function f on K belongs to the space
L1(K). Obviously that functional Ff : D(Ω) → C de�ned by the rule

〈Ff , φ〉D(Ω) :=

∫
Ω
f(x)φ(x) dx, φ ∈ D(Ω), (9)

belongs to the space D′(Ω).
Based on the Dubois-Reymond lemma, mapping of the space L1

loc(Ω) into the
space D′(Ω) that is de�ned in (9) is injective and, therefore, the space L1

loc(Ω)
can be identi�ed with its image in this mapping (this image is a linear subspace
of the space D′(Ω)). Thus, we consider that L1

loc(Ω) ⊂ D′(Ω).
Let L2(Ω) be a linear space that consists of the functions v ∈ L1

loc(Ω) such
that

∫
Ω |v(x)|2 dx <∞. In this space the inner product and the induced norm

are de�ned as

(v, w)0 :=

∫
Ω
v(x)w(x) dx, ||v||0 :=

[
(v, v)0

]1/2
.

Henceforth, by derivatives of a function from L2(Ω) we mean the derivatives of
this function as elements of the space D′(Ω) according to the rule (8).

Let's denote a Sobolev space

H1(Ω) := {v ∈ L2(Ω) | vxi ∈ L2(Ω), i = 1, n}.

It is a Hilbert space with the inner product

(v, w)1 := (v, w)0 + [v, w] ≡
∫
Ω

(
v(x)w(x) +∇v(x)∇w(x)

)
dx,
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and corresponding norm

‖v‖1 =
[
‖v‖20 + [v, v]

]1/2
,

where

[v, w] :=

∫
Ω
∇v(x)∇w(x)dx ≡

n∑
j=1

∫
Ω
vxj (x)wxj (x) dx.

Let's introduce one more space

H1(Ω,∆) := {v ∈ H1(Ω) | ∆v ∈ L2(Ω)}.
This space is a Hilbert space with the inner product

(v, w)2 := (v, w)1 + (∆v,∆w)0 ≡

≡
∫
Ω

[
v(x)w(x) +∇v(x)∇w(x) + ∆v(x)∆w(x)

]
dx

and norm

‖v‖2 :=
[
‖v‖21 + ‖∆v‖20

]1/2
, v ∈ H1(Ω,∆). (10)

Now we consider operator A : H1(Ω,∆) → L2(Ω) de�ned by the rule: Av =
∆v, v ∈ H1(Ω,∆). This operator is linear and closed. Henceforth, we denote
it by ∆.

Next we denote by H1/2(Γ) a Sobolev space which consists of functions that
belong to the space L2(Γ) and can be approximated by the elements of the

Sobolev spaces H1/2(Rn−1) using the local parametric representations of the
smooth parts of the Lipschitz boundary (for details see, f.e. [14, �7.3 in Chapt.

1]). H−1/2(Γ) is a dual of this space. Also we denote by ‖ · ‖1/2 and ‖ · ‖−1/2

the norms in spaces H1/2(Γ) and H−1/2(Γ) respectively. 〈·, ·〉1/2 is an action of

the element of H−1/2(Γ) on element of the space H1/2(Γ).
It is known that there exists a linear continuous and surjective operator

γ0 : H
1(Ω) → H1/2(Γ),

which is a continuous extension of the operator γ̃0 : C1(Ω) → C(Γ), de�ned
by the rule γ̃0v = v|Γ, v ∈ C1(Ω). In particular, there exists such a constant
C1 > 0 that

||γ0v||1/2 6 C1||v||1, v ∈ H1(Ω). (11)

Operator γ0 is called a trace operator.
In addition we need a normal derivative operator (in the weak sense)

γ1 : H
1(Ω,∆) → H−1/2(Γ),

which is de�ned by the identity

〈γ1v, γ0w〉1/2 = (∆v, w)0 + [v, w], v ∈ H1(Ω,∆), w ∈ H1(Ω).

The mapping γ1 : H1(Ω,∆) → H−1/2(Γ) is continuous and for smooth func-
tions v ∈ C1(Ω) we have γ1v = ∂νv|Γ [6, Lemma 3.2]. Based on this we obtain
the Green's formula

(∆v, w)0 = 〈γ1v, γ0w〉1/2 − [v, w], v ∈ H1(Ω,∆), w ∈ H1(Ω), (12)
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and inequality

‖γ1v‖−1/2 6 C2‖v‖2, v ∈ H1(Ω,∆), (13)

where C2 > 0 is some constant.
In the case of vector-valued functions we consider new operators

γ̃0 : L
2
α(R+;H

1(Ω)) → L2
α(R+;H

1/2(Γ))

and

γ̃1 : L
2
α(R+;H

1(Ω,∆)) → L2
α(R+;H

−1/2(Γ))

de�ned by the rules γ̃0u(t) := γ0(u(t)), t ∈ R+, and γ̃1u(t) := γ1(u(t)), t ∈ R+,
respectively. For simplicity, in the sequel we suppress the symbol 'tilde' and
write γ0 and γ1 instead of γ̃0 and γ̃1.

Lemma 1. Let u ∈ L2
α(R+;H

1(Ω)). Then γ0u ∈ L2
α(R+;H

1/2(Γ)) and op-
erator γ0 is continuous on L2

α(R+;H
1(Ω)). If u ∈ L2

α(R+;H
1(Ω,∆)), then

γ1u ∈ L2
α(R+;H

−1/2(Γ)) and operator γ1 is continuous on L2
α(R+;H

1(Ω,∆)).
In addition, if u ∈ H2

α(R+;L
2(Ω)) ∩ H1

α(R+;H
1(Ω)), then u ∈ C(R;H1(Ω))

and u′ ∈ C(R;L2(Ω)), furthermore u(t) = 0, u′(t) = 0 when t 6 0.

Proof. This statement easily follows from the de�nition of the space L2
α(R+;X)

where X is a Hilbert space, and inequalities (11) and (13). �

Lemma 2. Let u ∈ H1
α(R+;H

1(Ω)). Then

γ0u ∈ H1
α(R+;H

1/2(Γ)) and (γ0u)
′ = γ0u

′. (14)

Proof. Let γ∗0 : H−1/2(Γ) →
(
H1(Ω)

)′
be a dual of the trace operator γ0 :

H1(Ω) → H1/2(Γ) and
(
H1(Ω)

)′
be a dual space of H1(Ω). Notice, then for

any u ∈ H1
α(R+;H

1(Ω)) and φ ∈ D(R) an integral A(u) :=
∫
R
γ0u(t)φ

′(t) dt is

a linear continuous mapping A : H1
α(R+;H

1(Ω)) → H1/2(Γ) and the product
〈·, ·〉1/2 is also continuous, so we can interchange the order of these operations.

Then for any v ∈ H−1/2(Γ) and φ ∈ D(R) we have

〈v,
∫
R

γ0u(t)φ
′(t) dt 〉1/2 =

∫
R

〈v, γ0u(t)〉1/2 φ′(t) dt =

=

∫
R

〈γ∗0v, u(t)〉H1(Ω) φ
′(t) dt = 〈γ∗0v,

∫
R

u(t)φ′(t) dt 〉H1(Ω) =

= −〈γ∗0v,
∫
R

u′(t)φ(t) dt 〉H1(Ω) = −
∫
R

〈γ∗0v, u′(t)〉H1(Ω) φ(t) dt =

= −
∫
R

〈v, γ0u′(t)〉1/2 φ(t) dt = −〈v,
∫
R

γ0u
′(t)φ(t) dt 〉1/2.

Hence (14) directly follows from this. �

82



ON SOLUTION OF THE INITIAL-VALUE PROBLEM ...

3. Main results

In this section we state the main results of this paper.
Let's de�ne a strong solution of the problem (HD) for the given α > 0,

g ∈ L2
α(R+;H

−1/2(Γ)) and b ∈ L∞(Γ).

De�nition 2. By a strong solution of the problem (HD) we mean the function

u ∈ H2
α(R+;L

2(Ω)) ∩H1
α(R+;H

1(Ω)) ∩ L2
α(R+;H

1(Ω,∆)), (15)

for which the following equalities hold

u′′(t)−∆u(t) = 0 in L2(Ω), t ∈ R+, (16)

γ1u(t) + b(γ0u(t))
′ = g(t) in H−1/2(Γ), t ∈ R+. (17)

Theorem 1. Let g ∈ H2
α(R+;H

−1/2(Γ)) for α > 0 and b ∈ L∞(Γ), b > 0 on
Γ. Then the problem (HD) has no more than one strong solution.

Theorem 2. Let g ∈ H2
α(R+;H

−1/2(Γ)) for α > 0 and b ∈ L∞(Γ), b > 0 on
Γ. Then there exists a strong solution to the problem (HD) (and only one).
In addition, it satis�es the estimate

‖u‖H2
α(R+;L2(Ω)) + ‖u‖H1

α(R+;H1(Ω)) + ‖u‖L2
α(R+;H1(Ω,∆)) ≤

≤ C3 ‖g‖H2
α(R+;H−1/2(Γ)),

(18)

where C3 > 0 is a constant dependent on the input data only.

The proofs of the aforementioned theorems are provided in section 5.

4. Laplace transform of vector-valued functions

Let S(R) be a linear space, composed of the in�nitely di�erentiated functions
ψ : R → C such that

sup
t∈R

|t|k|ψ(m)(t)| <∞ for any k,m ∈ N0.

By de�nition, the sequence {ψn} converges to ψ in S(R) when

sup
t∈R

(1 + |t|)k|ψ(m)
n (t)− ψ(m)(t)| →

n→∞
0 for arbitrary k,m ∈ N0.

By S ′(R;X) we denote a linear space of linear and continuous mappings G :
S(R) → Xw.

The elements of the space S(R) are called rapidly decreasing functions, and
the elements of the space S ′(R;X) are the slowly increasing generalized vector-
valued functions. This de�nition, in particular, is due to the fact that the
element Gg ∈ S ′(R;X) determined by the rule

〈Gg, ψ〉S(R) :=
∫
R
g(t)ψ(t) dt, ψ ∈ S(R), (19)

corresponds to the function g ∈ L1
loc(R;X) such that∫

R
‖g(t)‖X(1 + |t|)−s dt <∞, where s = s(g) > 0 − some number, (20)
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By 〈·, ·〉S(R) we denote an action of an element of the space S ′(R;X) on an

element of the space S(R). Notice that the functions g ∈ L1
loc(R;X), that

satisfy the condition (20), form a linear space that due to the mapping (19)
can be identi�ed with the subspace of the space S ′(R;X) (hereafter we consider
that to be done).

Let's recall the de�nition of the Fourier transform of elements of the space
S ′(R;X). Before this, we need to de�ne the Fourier transform of functions of
the space S(R). According to the commonly accepted de�nition, by Fourier

transform of the arbitrary function ψ ∈ S(R) we mean the function ψ̃ : R → C,
determined by the rule

ψ̃(η) = F[ψ](η) ≡ Ft→η[ψ(t)](η) :=

∫
R
ψ(t) e−iηt dt, η ∈ R. (21)

It is known that the mapping F : S(R) → S(R) is an isomorphism.
For the arbitrary function g ∈ L1(R;X) the Fourier transform F[g] : R → X

is also de�ned by the rule (21) (with replacement of ψ by g), namely

g̃(η) = F[g](η) ≡ Ft→η[g(t)](η) :=

∫
R
g(t) e−iηt dt, η ∈ R. (22)

For any element G ∈ S ′(R;X) its Fourier transform is de�ned as the element
F[G] ∈ S ′(R;X) such that

〈F[G], ψ〉S(R) := 〈G,F[ψ]〉S(R), ψ ∈ S(R). (23)

It is easy to verify that (22) follows from (23) if G = g ∈ L1(R;X) and vice
versa.

Let ω ∈ R be an arbitrary number. We de�ne

D′(ω,R+;X) :=
{
F ∈ D′(R+;X) | e−ξ·F (·) ∈ S ′(R+;X) ∀ ξ > ω

}
,

where S ′(R+;X) := D′(R+;X) ∩ S ′(R;X). In particular, the functions f ∈
L1
loc(R+;X) such that

e−ξ·f(·) ∈ L1(R+;X) ∀ ξ > ω, (24)

are elements of the space D′(ω,R+;X).
We denote Πω := {p = ξ+iη ∈ C | Re p = ξ > ω}. By the Laplace transform

of the function G ∈ D′(ω,R+;X) we mean a function Ĝ : Πω → X determined
by the rule

Ĝ(ξ + iη) ≡ Ĝ(p) = L[G](p) := Ft→η[e
−ξtG(t)](ξ + iη). (25)

Hence, it easily follows that

G(t) = eξtF−1
η→t[Ĝ(ξ + iη)](t), t ∈ R+, (26)

is an inverse Laplace transform.
From the de�nition of the Laplace transform of the functions f ∈ L1

loc(R+;X)
satisfying the condition (24) we obtain

f̂(p) = L[f ](p) :=

∫
R+

f(t)e−p t dt, p ∈ Πω. (27)
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Note that if the function η 7→ f̂(ξ + iη) : R → X belongs to L1(R;X) for some
ξ > ω, then according to (26) we will obtain

f(t) =
1

2π
eξt

∫
R

f̂(ξ + iη) eiηt dη =

=
1

2πi

∫
R

f̂(ξ + iη) e(ξ+iη)t d(iη) =
1

2πi

∫
Re p=ξ

f̂(p) ept dp, t ∈ R+.
(28)

This is the inverse Laplace transform in this case.
We introduce a space H(ω;X) which is composed of the analytic functions

h : Πω → X, that satisfy the condition:
(H): for any ξ0 > ω there exist the constants C = C(ξ0) > 0 and s = s(ξ0) > 0
such that

‖h(p)‖X 6 C(1 + |p|s), Re p > ξ0. (29)

Proposition 1 ( [25], �10.4; [8], section XVI, �2). The Laplace transform bijec-
tively maps the space D′(ω,R+;X) to the space H(ω;X). Furthermore, if the

function f̂ ∈ H(ω;X) satis�es the condition (29) (with the replacement of h by

f̂), then there is (by applying the Laplace transform) an image of the function
f ∈ D′(ω,R+;X) which is de�ned by the formula

f(t) =
1

2πi

(
d

dt
− b

)k ∫
Rep= ξ

f̂(p)

(p− b)k
ep t dp, t ∈ R+, (30)

where b, ξ ∈ R, k ∈ N are arbitrary numbers such that b 6 ω, ξ > ξ0, k > s+1.

The formula (30) de�nes the inverse Laplace transform which in the special
case has the representation (28).

We note that
L2
α(R+;X) ⊂ D′(α/2,R+;X),

because for the arbitrary function f ∈ L2
α(R+;X) we deduce f ∈ L1

loc(R+;X)
and the condition (24) holds:∫

R+

e−ξt‖f(t)‖Xdt =
∫
R+

eα/2t‖f(t)‖Xe(α/2−ξ)tdt 6

6
[∫

R+

e−αt‖f(t)‖2Xdt
]1/2 [∫

R+

e(α−2ξ)tdt

]1/2
=

=
1√

2(ξ − α/2)
‖f‖L2

α(R+;X) <∞

for any ξ > α/2. Herein we used the Cauchy-Schwarz inequality.
We denote by L(Πα/2;X) a linear subspace of the spaceH(α/2;X) composed

of such functions p 7→ h(p) : Πα/2 → X that are analytical on the open half-

plane Πα/2, continuous on its closure Πα/2 and satisfy the condition (H) when
s = 0, and for every value ξ > α/2 the functions η 7→ h(ξ+ iη) : R → X belong
to the space L2(R;X), i.e.

∫
R
‖h(ξ + iη)‖2X dη <∞.

85



A.R.HLOVA, S.V. LITYNSKYY, Yu.A.MUZYCHUK, A.O.MUZYCHUK

Corollary 1. The Laplace transform L[·] bijectively maps the space L2
α(R+;X)

on the space L(Πα/2;X) and, moreover, the arbitrary function f ∈ L2
α(R+;X)

has as an image the function

f̂(p) = L[f ](p) :=

∫
R+

f(t) e−p t dt, p ∈ Πα/2, (31)

and for an arbitrary function f̂ ∈ L(Πα/2;X) its inverse image f ∈ L2
α(R+;X)

is de�ned by the formula

f(t) = L−1[f̂ ](t) :=
1

2πi

∫
Rep= ξ

f̂(p) ept dp, t ∈ R+, ξ > α/2. (32)

Also the Parseval equality holds∫
R+

e−2ξt‖f(t)‖2X dt =
1

2πi

∫
Rep= ξ

‖f̂(p)‖2X dp ≡

≡ 1

2π

∫
R

‖f̂(ξ + iη)‖2X dη, ξ > α/2,

(33)

in particular,

‖f‖L2
α(R+;X) =

(
1

2πi

∫
Re p=α/2

‖f̂(p)‖2X dp

)1/2

≡

≡
(

1

2π

∫
R

‖f̂(α/2 + iη)‖2X dη

)1/2

.

(34)

Proof. Let f ∈ L2
α(R+;X). Then using the Laplace transform de�nition we

obtain

f̂(p) = Lt→p[f(t)](p)
p=ξ+iη
= Ft→η[e

−ξtf(t)](ξ + iη) =

=

∫
R+

e−ξtf(t) e−iηt dt =

∫
R+

f(t) e−pt dt, p ∈ Πα/2.

(35)

Since the function t 7→ tkf(t) e−pt : R+ → X is absolutely integrable for
arbitrary p ∈ Πα/2 and for arbitrary point p0 ∈ Πα/2 this function has the
absolutely integrable function as its upper bound in some neighborhood of p0,

then the function f̂ is analytical in Πα/2. Furthermore, it can be proven that

f̂ is continuous on Πα/2.
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Now we show that f̂ satis�es the condition (H) with s = 0. Indeed, according
to (35), for p = ξ + iη ∈ Πα/2 we obtain

‖f̂(p)‖X 6
∫
R+

‖f(t)‖X e−ξt dt =

∫
R+

e−α/2t‖f(t)‖X e(α/2−ξ)t dt 6

6
[∫

R+

e−αt‖f(t)‖2X dt

]1/2 [∫
R+

e(α−2ξ)t dt

]1/2
=

=
1√

2(ξ − α/2)
‖f‖L2

α(R+;X).

(36)

Since the function t 7→ e−ξtf(t) belongs to L2(R+;X) for arbitrary ξ > α/2
and the Fourier transform maps L2(R;X) on L2(R;X), then the function η 7→
f̂(ξ + iη) belongs to the space L2(R;X) and the Parseval equality holds∫

R+

e−2ξt‖f(t)‖2X dt =
1

2π

∫
R
‖f̂(ξ + iη)‖2X dη =

1

2πi

∫
Rep= ξ

‖f̂(p)‖2X dp.

Therefore, we proved that f̂(p), p ∈ Πα/2, belongs to the space L(Πα/2;X).

Now we assume that f̂ ∈ L(Πα/2;X) and demonstrate that there exists

f ∈ L2
α(R+;X) such that f̂ is the image of f when applying the Laplace

transform. Since f̂ ∈ H(α/2;X), there exists f ∈ D′(α/2,R+;X) such that

f(t) = L−1[f̂(p)](t)
p=ξ+iη
= eξt F−1

η→t[f̂(ξ + iη)](t), ξ > α/2.

Hence, since the function η 7→ f̂(ξ+ iη) : R → X belongs to the space L2(R;X)
for every ξ > α/2, we obtain

t 7→ e−ξt f(t) = F−1
η→t[f̂(ξ + iη)](t) ∈ L2(R+;X) for arbitrary ξ > α/2

and, in addition,

f(t) =
1

2π
eξt

∫
R
f̂(ξ + iη) eiηt dη =

1

2π

∫
R
f̂(ξ + iη) e(ξ+iη)t dη =

=
1

2πi

∫
Rep= ξ

f̂(p) ept dp, t ∈ R+.
(37)

Thus, we proved that f = L−1[f̂ ] belongs to L2
α(R+;X) and the formula (37)

holds. �

Corollary 2. If a function f belongs to the space Hm
α (R+;X) (m ∈ N)

then the functions p 7→ pkf̂(p) belong to the space L(Πα/2;X) for every k ∈
{0, 1, ...,m}. And vice versa, if the functions p 7→ pkf̂(p) belong to the space

L(Πα/2;X) for every k ∈ {0, 1, ...,m} then the function f := L−1[f̂ ] belongs to
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the space Hm
α (R+;X) and

f (k)(t) = L−1[pkf̂(p)](t) =

=
1

2πi

∫
Rep=ξ

pkf̂(p) ept dp, t ∈ R+, k = 1,m, (38)

where ξ > α/2 is an arbitrary number and values of the function f do not
depend on it.

Furthermore, the following equalities hold

‖f‖2Hm
α (R+;X) =

1

2πi

∫
Rep=α/2

[ m∑
k=0

|p|2k
]
‖f̂(p)‖2X dp =

=
1

2π

∫
R

[ m∑
k=0

(
α2/4 + η2

)k]‖f̂(α/2 + iη)‖2X dη.

Proof. It is su�cient to consider the case of m = 1.
Let f ∈ H1

α(R+;X), i.e. f ∈ L2
α(R+;X)∩C(R;X), f ′ ∈ L2

α(R+;X), f(0) =

0. According to corollary 1, we obtain that the functions p 7→ f̂(p) and p 7→
f̂ ′(p) belong to the space L(Πα/2;X). By the de�nition of the Laplace transform
and by using the formula of integration by parts, we obtain

f̂ ′(p) =

∫
R+

f ′(t) e−p t dt =

[
u = e−p t; du = −p e−p t dt
dv = f ′(t) dt; v = f(t)

]
=

= f(t) e−p t

∣∣∣∣t=+∞

t=0

+ p

∫
R+

f(t) e−p t dt = pf̂(p), p ∈ Πα/2.

Hence, it directly follows that p 7→ pf̂(p) ∈ L(Πα/2;X).

Now we assume that p 7→ f̂(p) and p 7→ pf̂(p) belong to the space L(Πα/2;X).
According to corollary 1, we obtain that the function

f(t) :=


1

2πi

∫
Rep= ξ

f̂(p) ept dp, if t > 0,

0, if t 6 0,
(39)

belongs to the space L2
α(R+;X). We are now in the position to show that

f ∈ C(R;X), f ′ ∈ L2
α(R+;X) and, in particular, f(0) = 0.

First of all we notice that by the Cauchy�Schwarz inequality we obtain

‖f̂(p)‖X =
1

|p|
· |p|‖f̂(p)‖X ≤ 1

4|p|2
+ |p|2‖f̂(p)‖2X , p ∈ Πα/2.

Hence, since p 7→ pf̂(p) ∈ L(Πα/2;X), it follows that

η 7→ ‖f̂(ξ + iη)‖X ∈ L1(R) for arbitrary ξ ≥ α/2.

It means that the function f de�ned by the formula (39) belongs to the space
C(R;X), and since f(t) = 0 at t < 0, then f(0) = 0.
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Let's show that

f ′(t) =
1

2πi

∫
Rep= ξ

pf̂(p) ept dp, t ∈ R+. (40)

Indeed, since p 7→ pf̂(p) ∈ L(Πα/2;X), the right part in the formula (40) de�nes

the function from the space L2
α(R;X). It remains to prove that the inde�nite

integral of this function which is equal to 0 at t = 0 coincides with f .
Let

t 7→ f1(t) =


1

2πi

∫
Rep= ξ

pf̂(p) ept dp, if t ≥ 0,

0, if t < 0.
(41)

We �nd ∫ t

0
f1(s) ds =

1

2πi

∫ t

0

 ∫
Rep= ξ

pf̂(p) eps dp

 ds =

=
1

2πi

∫
Rep= ξ

pf̂(p)

[∫ t

0
eps ds

]
dp =

1

2πi

∫
Rep= ξ

f̂(p)
[
ept − 1

]
dp =

=
1

2πi

∫
Rep= ξ

f̂(p)ept dp− 1

2πi

∫
Rep= ξ

f̂(p) dp = f(t), t ∈ R+.

Here we took into account that

f(0) =
1

2πi

∫
Rep= ξ

f̂(p) dp = 0.

Therefore, the proof of the corollary 2 is completed. �
Let Xj , j = 0, 1, 2, be the Hilbert spaces with the inner products (·, ·)j , j =

0, 1, 2, and induced norms ‖ · ‖j , j = 0, 1, 2, respectively. We assume that

X2 ⊂ X1 ⊂ X0, (42)

and these inclusions are continuous. The examples of such spaces are X0 =
L2(Ω), X1 = H1(Ω), X2 = H1(Ω,∆).

It is obvious that

L2
α(R+;X2) ⊂ L2

α(R+;X1) ⊂ L2
α(R+;X0) ⊂ D′(α/2,R+;X0) (43)

and
L(Πα/2;X2) ⊂ L(Πα/2;X1) ⊂ L(Πα/2;X0) ⊂ H(α/2;X0). (44)

In addition, for every j ∈ {0, 1, 2} the Laplace transform

L[·] : D′(α/2,R+;X0) → H(α/2;X0)

bijectively maps the space L2
α(R+;Xj) on the space L(Πα/2;Xj), and the Par-

seval equalities hold

‖f‖2L2
α(R+;Xj)

=
1

2π
‖f̂(α/2 + i·)‖2L2(R;Xj)

, j = 0, 1, 2. (45)
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Corollary 3. Let a function f belong to the space H2
α(R+;X0)∩H1

α(R+;X1)∩
L2
α(R+;X2). Then for the function f̂(p) :=

∫
R+

f(t) e−p t dt, p ∈ Πα/2, the fol-

lowing inclusions hold

p 7→ f̂(p) ∈ L(Πα/2;X2),

p 7→ pf̂(p) ∈ L(Πα/2;X1),

p 7→ p2f̂(p) ∈ L(Πα/2;X0).

(46)

And vice versa, if for some function f̂(p), p ∈ Πα/2, the inclusions (46) hold,
then the function

f(t) :=


1

2πi

∫
Rep= ξ

f̂(p) ept dp, if t ∈ R+,

0, if t ∈ R \ R+,
(47)

where ξ > α/2 is an arbitrary number (the value of f does not depends on ξ ),
belongs to the space

H2
α(R+;X0) ∩H1

α(R+;X1) ∩ L2
α(R+;X2),

and, moreover, f ∈ C1(R;X0) ∩ C(R;X1).
Furthermore,

f ′(t) =
1

2πi

∫
Rep= ξ

p f̂(p) ept dp, f ′′(t) =
1

2πi

∫
Rep= ξ

p2 f̂(p) ept dp, t ∈ R+,

and

‖f‖2L2
α(R+;X2)

=
1

2πi

∫
Rep=α/2

‖f̂(p)‖22 dp =
1

2π

∫
R

‖f̂(α/2 + iη)‖22 dη,

‖f‖2H1
α(R+;X1)

=
1

2πi

∫
Rep=α/2

[
1 + |p|2

]
‖f̂(p)‖21 dp =

=
1

2π

∫
R

[
1 + α2/4 + η2

]
‖f̂(α/2 + iη)‖21 dη,

‖f‖2H2
α(R+;X0)

=
1

2πi

∫
Rep=α/2

[1 + |p|2 + |p|4] ‖f̂(p)‖20 dp =

=
1

2π

∫
R

[
1 + α2/4 + η2 +

(
α2/4 + η2

)2] ‖f̂(α/2 + iη)‖20 dη.

Proof. This statement easily follows from the statement of the proposition 2.
�

Corollary 4. Let X and Y be Hilbert spaces, and A : X → Y be a linear
continuous operator. Then, if f belongs to the space L2

α(R+;X) then Af belongs
to the space L2

α(R+;Y ) and

ALX [f ](p) = LY [Af ](p), p ∈ Πα/2.
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Furthermore, if f̂ belongs to the space L(Πα/2;X) then Af̂ belongs to the
space L(Πα/2;Y ) and

AL−1
X [f̂ ](t) = L−1

Y [Af̂ ](t), t ∈ R+,

where LX : L2
α(R+;X) → L(Πα/2;X), LY : L2

α(R+;Y ) → L(Πα/2;Y ) are the
Laplace transform of the corresponding spaces.

Proof. This statement easily follows from the de�nition of the direct and inverse
Laplace transforms and properties of linear continuous operators in Banach
spaces. �

5. The proofs of the main results

Proof of the Theorem 1. Let's prove by contradiction. So, we assume that
statement of the theorem is incorrect, and let u1 and u2 be two arbitrary strong
solutions of the given problem. We substitute them alternately in the equation
(16) and boundary condition (17) and subtract the corresponding equalities.
As a result for v := u1 − u2 we obtain equalities

v′′(t)−∆v(t) = 0 in L2(Ω), t ∈ R+, (48)

γ1v(t) + bγ0v
′(t) = 0 in H−1/2(Γ), t ∈ R+. (49)

v(0) = 0, v′(0) = 0. (50)

Next we multiply (in a scalar way in L2(Ω)) the equality (48) by v′(t) for
almost every t ∈ R+ :(

v′′(t), v′(t)
)
0
−
(
∆v(t), v′(t)

)
0
= 0, t ∈ R+. (51)

It is easy to see that(
v′′(t), v′(t)

)
0
=

1

2

(
‖v′(t)‖20

)′
, t ∈ R+. (52)

By using Green's formula and equality (49), we obtain(
∆v(t), v′(t)

)
0
= 〈γ1v(t), γ0v′(t)〉1/2 −

[
v(t), v′(t)

]
=

= −〈b γ0v′(t), γ0v′(t)〉1/2 −
1

2

(
‖∇v(t)‖20

)′
, t ∈ R+.

(53)

Taking into account the inequality

〈b γ0v′(t), γ0v′(t)〉1/2 =
(
b γ0v

′(t), γ0v
′(t)

)
L2(Γ)

≥ 0 for b ≥ 0 a.e. t ∈ R+,

and using (52) and (53) we obtain from (51)(
‖v′(t)‖20

)′
+
(
‖∇v(t)‖20

)′ ≤ 0 a.e. t ∈ R+. (54)

Then we substitute t by s in inequality (54) and integrate over s from 0 to t > 0

‖v′(t)‖20 + ‖∇v(t)‖20 ≤ ‖v′(0)‖20 + ‖∇v(0)‖20 a.e. t ∈ R+. (55)

Hence, by taking into account (50), we have v(t) = v0, t ∈ R+, where v0 ∈
L2(Ω) is some element. From here and from the �rst condition of (50) we
obtain that v(t) = 0, t ∈ R+. This contradiction proves our statement. �
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Proof of the Theorem 2. Let's prove the theorem 2 in several stages.
First stage. Let's denote by L0[·] and L−1

0 [·] a direct and an inverse Laplace

transform of the spaces L2
α(R+;L

2(Ω)) and L(Πα/2;L
2(Ω)) respec-

tively, by L1[·] and L−1
1 [·] a direct and an inverse Laplace transform of the

spaces L2
α(R+;H

1(Ω)) and L(Πα/2;H
1(Ω)) respectively, by L2[·] and L−1

2 [·] a
direct and an inverse Laplace transform of the spaces L2

α(R+;H
1(Ω,∆)) and

L(Πα/2;H
1(Ω,∆)) respectively, by L1/2[·] and L−1

1/2[·] a direct and an inverse

Laplace transform of the space L2
α(R+;H

1/2(Γ)) and L(Πα/2;H
1/2(Γ)) respec-

tively, by L−1/2[·] and L−1
−1/2[·] a direct and an inverse Laplace transform of the

spaces L2
α(R+;H

−1/2(Γ)) and L(Πα/2;H
−1/2(Γ)) respectively.

Let u(·, t), t ∈ R+, be a strong solution of the problem (HD), i.e, u ∈
H2

α(R+;L
2(Ω)) ∩ H1

α(R+;H
1(Ω)) ∩ L2

α(R+;H
1(Ω,∆)) and the equalities (16)

and (17) hold. Then we apply the Laplace transforms L0[·] and L−1
1/2[·] to this

equalities respectively:

L0[u
′′](p)− L0[∆u](p) = 0, (56)

L−1/2[γ1u](p) + L−1/2[b(γ0u)
′](p) = L−1/2[g](p), p ∈ Πα/2. (57)

Notice that the operators ∆ : H1(Ω,∆)) → L2(Ω), γ0 : H1(Ω)) → H1/2(Γ)

and γ1 : H1(Ω,∆)) → H−1/2(Γ) are linear and continuous. So, using the
corollaries 1 � 4, we obtain that for every p ∈ Πα/2 the Laplace transform
û(·, p) := L2[u](·, p) as a function of the variable x ∈ Ω belongs to the space
H1(Ω,∆) and satis�es equalities

−∆û(·, p) + p2û(·, p) = 0, (58)

γ1û(·, p) + p b γ0û(·, p) = ĝ(·, p), p ∈ Πα/2, (59)

where ĝ := L−1/2[g] is the Laplace transform of the function g.

Second stage. Let's consider the following problem: for every p ∈ Πα/2 �nd

a function w(·, p) ∈ H1(Ω,∆) which is a strong solution of the problem

−∆w + p2w = 0, (60)

γ1w + p b γ0w = h(p), (61)

where h : Πα/2 → H−1/2(Γ) is a given function.

Lemma 3. The problem (60),(61) has one and only one solution for every
p ∈ Πα/2. Moreover, it satis�es the following estimates

‖w‖0 6 C4 ‖h‖−1/2, (62)

‖w‖1 6 C5 |p| ‖h‖−1/2, (63)

‖w‖2 6 C6 |p|2 ‖h‖−1/2, (64)

where C4, C5, C6 are some constants.
Furthermore, if the function h : Πα/2 → H−1/2(Γ) is analytic then the func-

tion p 7→ w(·, p) : Πα/2 → H1(Ω,∆) is also analytic.
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Proof of the lemma 3. As well as it was proved in [20, òåîðåìà 2.2] for the case
p ∈ R the problem (60), (61) can be reduced to the variational identity

ãp(w, v) = 〈h, γ0v〉1/2, v ∈ H1(Ω), (65)

where

ãp(w, v) := [w, v]+p2(w, v)0+p

∫
Γ

b(x)γ0w(x)γ0v(x) dΓ, w, v ∈ H1(Ω). (66)

Hereinafter, the argument p in the function representation w(p, ·) is omitted
for simplicity. Taking into account the Cauchy�Schwarz inequality and the
continuity of the trace operator, for the continuous anti-linear form in the right
part of the equation (65) we obtain the estimate

|〈h, γ0v〉1/2| 6 ‖h‖−1/2‖γ0v‖1/2 6 C1‖h‖−1/2‖v‖1, v ∈ H1(Ω). (67)

where C1 is a constant from inequality (11).
The sesquilinear form ãp(·, ·) is continuous on H1(Ω)×H1(Ω)

|ãp(w, v)| 6 C7‖w‖1‖v‖1, w, v ∈ H1(Ω), (68)

where C7 is a constant depended on p. It is known that for continuous sesquilin-
ear form

ap(w, v) := [w, v] + p2(w, v)0, (w, v) ∈ H1(Ω)×H1(Ω),

the following equality holds

Re(e−iArg p ap(v, v)) =
Re p

|p|
‖v‖2|p|,Ω, v ∈ H1(Ω), (69)

where
‖v‖|p|,Ω :=

(
‖∇v‖20 + |p|2 ‖v‖20

)1/2
, v ∈ H1(Ω). (70)

It is easy to see (see also [13]) that for arbitrary �xed p, Re p > α/2 the
following inequalities hold

κ‖v‖1 6 ‖v‖|p|,Ω 6 |p|
κ
‖v‖1, v ∈ H1(Ω), (71)

where κ := min{1, α/2}.
By taking into account this and equality p e−iArg p = |p|, we obtain an esti-

mate

Re(e−iArg p ãp(v, v)) =
Re p

|p|
‖v‖2|p|,Ω + |p|

∫
Γ

b(x)|γ0v(x)|2 dΓ >

>Re p

|p|
‖v‖2|p|,Ω, v ∈ H1(Ω),

(72)

i.e., the form e−iArg p ãp(·, ·) is coercive in the space H1(Ω).

Therefore, for arbitrary p ∈ Πα/2 all conditions of the Lax-Milgram theorem
are true (see., for example, [7, section VII, �1, Theorem 1]) regarding the vari-
ational equality (65). Hence, the equality has a solution w ∈ H1(Ω) and it is
unique. Since the function w satis�es equation (60) in terms of distributions,

∆w = p2w ∈ L2(Ω), (73)
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i.e., w ∈ H1(Ω,∆).
Now we obtain estimates of the solution to the problem (60),(61). By taking

into account (67) and (71), we have

Re(e−iArg p ãp(w,w)) 6 |ãp(w,w)| = |〈h, γ0w〉1/2| 6

6 C1‖h‖−1/2‖w‖1 6
C1

κ
‖h‖−1/2‖w‖|p|,Ω.

(74)

From this and (72), we arrive at the inequalities

‖w‖|p|,Ω 6 C1

κRe p
|p|‖h‖−1/2 6

2C1

κα
|p|‖h‖−1/2 = C8|p|‖h‖−1/2,

where C8 :=
2C1
κα . Hence, considering (70), we have

‖∇w‖20 + |p|2‖w‖20 6 C2
8 |p|2‖h‖2−1/2. (75)

Then the following estimates follow from obtained inequality:

‖w‖20 6 C2
8 ‖h‖2−1/2, (76)

‖∇w‖20 6 C2
8 |p|2‖h‖2−1/2. (77)

Inequality (62) directly follows from (76) and from (77) we have:

‖w‖21 = ‖w‖20 + ‖∇w‖20 6 C2
8‖h‖2−1/2 + C2

8 |p|2‖h‖2−1/2 =

= C2
8

(
1

|p|2
+ 1

)
|p|2‖h‖2−1/2 6 C2

8

(
1

Re2 p
+ 1

)
|p|2‖h‖2−1/2 6

6 C2
8

(
2

α
+ 1

)2

|p|2‖h‖2−1/2,

(78)

hence, we obtain (63) when C5 := C8

(
2
α + 1

)
.

Taking into account equality (73) we have

‖∆w‖20 = |p|4‖w‖20 6 C2
8 |p|4‖h‖2−1/2. (79)

Therefore, we get

‖w‖22 = ‖w‖21 + ‖∆w‖20 6 C2
5 |p|2‖h‖2−1/2 + C2

8 |p|4‖h‖2−1/2 =

=

(
C2
5

|p|2
+ C2

8

)
|p|4‖h‖2−1/2 6

(
2C5

α
+ C8

)2

|p|4‖h‖2−1/2,
(80)

whence after denoting C6 := C8 + 2C5α
−1 we arrive at equality (64). �

Third stage. Let's prove the existence of a strong solution to the problem
(HD) and �nd its image.

Let function w(x, p), x ∈ Ω, be a strong solution to the problem (60),(61)
with h = ĝ(p) for every p ∈ Πα/2. Now we show that function p 7→ w(·, p)
satis�es conditions of the corollary 3 with X0 = L2(Ω), X1 = H1(Ω), X2 =
H1(Ω,∆). At �rst we set an equality

ĝ(p) = p−kĝ(k)(p), k ∈ {1, 2}, p ∈ Πα/2. (81)
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In fact, for arbitrary p ∈ Πα/2 after integration by parts we get

ĝ(p) =

∫
R+

g(t) e−p t dt =

[
u = g(t); du = g′(t) dt
dv = e−p t dt; v = −1

pe
−p t

]
=

= −1

p
g(t) e−p t

∣∣∣∣t=+∞

t=0

+
1

p

∫
R+

g′(t) e−p t dt =
1

p2

∫
R+

g′′(t) e−p t dt =
1

p2
ĝ′′(p),

whence we obtain (81).
From (81) an equality follows

‖ĝ(p)‖−1/2 = |p|−k‖ĝ(k)(p)‖−1/2, k ∈ {1, 2}, p ∈ Πα/2. (82)

Based on the lemma (see estimates (62) � (64)) and the equality (82), we obtain

|p|2‖w(p)‖0 6 C4|p|2‖ĝ(p)‖−1/2 = C4‖ĝ′′(p)‖−1/2, (83)

|p|‖w(p)‖1 6 C5|p|2 ‖ĝ(p)‖−1/2 = C5‖ĝ′′(p)‖−1/2, (84)

‖w(p)‖2 6 C6|p|2 ‖ĝ(p)‖−1/2 = C6‖ĝ′′(p)‖−1/2, p ∈ Πα/2. (85)

Since function p 7→ w(p) is an analytic in Πα/2 and continuous on Πα/2, and

g′′ belongs to the space L2
α(R+;H

−1/2(Γ)), based on the estimates (83) � (85),
all conditions of the corollary 3 regarding function p 7→ w(p) hold, i.e.

p 7→ w(p) ∈ L(Πα/2;H
1(Ω,∆)), p 7→ pw(p) ∈ L(Πα/2;H

1(Ω)),

p 7→ p2w(p) ∈ L(Πα/2;L
2(Ω)).

Therefore, function

u(x, t) =


1

2πi

∫
Rep= ξ

w(x, p) ept dp, for x ∈ Ω, t ∈ R+,

0, for x ∈ Ω, t ∈ R \ R+,
(86)

where ξ > α/2 is arbitrary number and value of u does not depend on ξ, belongs
to the space

H2
α(R+;L

2(Ω)) ∩H1
α(R+;H

1(Ω)) ∩ L2
α(R+;H

1(Ω,∆)),

and, moreover,

ut(x, t) =
1

2πi

∫
Rep= ξ

pw(x, p) ept dp, utt(x, t) =

=
1

2πi

∫
Rep= ξ

p2w(x, p) ept dp, x ∈ Ω, t ∈ R+,

(87)

and

‖u‖2L2
α(R+;H1(Ω,∆)) =

1

2πi

∫
Rep=α/2

‖w(p)‖22 dp 6

6 C2
6

2πi

∫
Rep=α/2

‖ĝ′′(p)‖2−1/2 dp = C2
6‖g′′‖2L2

α(R+;H−1/2(Γ))
,

(88)
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‖u‖2H1
α(R+;H1(Ω)) =

1

2πi

∫
Rep=α/2

(1 + |p|2)‖w(p)‖21 dp 6

6 C2
5

2πi

∫
Rep=α/2

(
|p|2 + |p|4

)
‖ĝ(p)‖21 dp 6

6 C2
5

2πi

∫
Rep=α/2

(
‖ĝ′(p)‖2−1/2 + ‖ĝ′′(p)‖2−1/2

)
dp =

= C2
5

(
‖g′‖2

L2
α(R+;H−1/2(Γ))

+ ‖g′′‖2
L2
α(R+;H−1/2(Γ))

)
,

(89)

‖u‖2H2
α(R+;L2(Ω)) =

1

2πi

∫
Rep=α/2

(
1 + |p|2 + |p|4

)
‖w(p)‖20 dp 6

6 C2
4

2πi

∫
Rep=α/2

(
1 + |p|2 + |p|4

)
‖ĝ(p)‖2−1/2 dp = C2

4‖g‖2H2
α(R+;H−1/2(Γ))

.

(90)

Now we demonstrate that the function u is a strong solution of the problem
(HD). Since the operators ∆ : H1(Ω,∆)) → L2(Ω), γ0 : H1(Ω)) → H1/2(Γ)

and γ1 : H
1(Ω,∆)) → H−1/2(Γ) are linear and continuous, from the aforemen-

tioned properties and the corollaries 1 � 4 we obtain

L−1
0 [∆w(p)](t) = ∆L−1

2 [w(p)](t) = ∆u(t), t ∈ R+,

L−1
0 [p2w(p)](t) = u′′(t), t ∈ R+,

L−1
−1/2[γ1w(p)](t) = γ1L

−1
2 [w(p)](t) = γ1u(t), t ∈ R+,

L−1
1/2[b p γ0w(p)](t) = bL−1

1/2[p γ0w(p)](t) = b γ0L
−1
1 [pw(p)](t) =

= b γ0u
′(t), t ∈ R+.

Next we apply mapping L−1
0 [·] to the equality

−∆w + p2w = 0, p ∈ Πα/2, (91)

and mapping L−1
−1/2[·] to the quality

γ1w(p) + b p γ0w(p) = ĝ(p), p ∈ Πα/2. (92)

As a result, by taking into account the aforementioned, we obtain what is
needed.

�

6. Conclusion
The results on the existence and the uniqueness of the solution to the prob-

lem (HD) with estimates in corresponding functional spaces obtained in this
research are the basis for the development of methods for �nding numerical
solution of such problem. Since the Laguerre transform is also applied in men-
tioned spaces, we can use it to reduce the problem (HD) to an in�nite sequence
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of boundary integral equations. One of the advantages of this approach is that
each of these equations has the same integral operator in their left parts, and
their right parts are recursively dependent [10]. Note that the numerical results
obtained in [10] demonstrate the e�ciency of the combined approach using the
Laguerre transform and the boundary element method for modeling evolution-
ary processes described by the problem (HD).
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